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PrefaeThere are three kinds of lies: lies, damned lies, and statistis. Mark Twain∗An Introdution to Statistis, resulted in large part from the expansion ofthe Berrien County Math and Siene Center at Andrews University from 30 stu-dents per grade level to 50 students per grade level whih we endured from 1997until 2004. The two simultaneous setions of neessity had di�erent teahers. Fair-ness issues in material overed and tested and the imfamous Thomas rules for �teamteahing� (ommon gradebook, ommon syllabus, ommon tests�owritten) exerteda strong in�uene.The various editions (4th through 6th) of the ollege textbook by Triola whihwe previously used for only a few weeks in the fall had too muh of a murder andmayhem slant. Being a Math and Siene Center, more siene and math rather thansoial examples seemed desireable. Teahing means and standard deviations whihinvolve frations and square roots seemed best proeeded by at least a review of suhonepts.These statistis lessons serve as the basis for further usage by our grade nine stu-dents in their Arts and Siene EXPO pratie projet in the fall and for the realEXPO/ISEF projet in the spring. These EXPO projets have been run intermit-tantly under the ISEF rules sine 1994�95 so original researh is required. This hasneessitated the inlusion of two statistial tests, the Student t-test and Chi-squareGoodness of Fit. The formal bakground needed for a theoretial understanding isdeferred, however, until their sophomore year. A tenth of eah semester examinationfor grades nine and ten has been over Desriptive Statistis. Thus, we have enour-aged the students to retain the textbooks for referene all year. They an then bereluntant to give them up in the spring, or even at graduation, and thus subsequentlyoupying an honored plae of referene in their ollege dorm room.Student plaement and aeleration remain onerns whih in reent years hasbeen ompliated by the move of statistis from the fall into the spring for entersophomores and juniors. Starting the shool year with statistis and review an bondthe student with their TI-series graphing alulator (TI-84 mode for the TI-nspire)
∗Twain notes attribution to Disraeli in his autobiography, but the onept is older. Seehttp://www.york.a.uk/depts/maths/histstat/lies.htm for a detailed history.ix

http://www.andrews.edu/~calkins/math/bcmsc.htm
http://www.andrews.edu/
http://www.york.ac.uk/depts/maths/histstat/lies.htm
http://www.york.ac.uk/depts/maths/histstat/lies.htm


x STAT'S LESSON 0. PREFACEis the urrent reommendation for freshmen through juniors and the TI-89 titaniumfor seniors). Students joining as sophomores or juniors present extra hallenges.More ollege students are required to take Statistis than Calulus, yet Calulusremains the fous of our math urriulum. About half of our graduates hoose ma-jors outside the �elds of mathematis, siene, omputers, and engineering. Studentswhose algebra skills are still being developed during Calulus are perhaps less mo-tivated than optimum. AP Statistis does not �t within the Geometry, Algebra II,Prealulus prerequisites. We have been able to o�er/support AP Statistis to/forsome individual students ((Matt S.), Mike P., (Eri W.)) and four groups of aeler-ated students (12 juniors, 1999�2000; 10 sophomores, 2004�05; 17: sophomores (12),juniors (2), seniors (3), 2007�08; 15: sophomores (8), juniors (6), senior (1), 2010�11)In summary, we hope to over about half the AP Statistis urriulum for all ourstudents but spread over their freshmen through junior years. These 10 lessons arefollowed by 15 lessons their sophomore year in Probability and Distributions. Thejunior omponent on Hypothesis Testing remains ill-formed, however, at this time.Mathematis on the web has been slow to develop. As a TeX user sine 1988,I've been rather disappointed with my options. In 1995, I thought Windows 95 andthe subsequent explosion of the World Wide Web would allow XML to elipse HTMLas a way to format page ontent. We started oding this in HTML anyway in thesummer of 1998. Meanwhile, XML lagged and Adobe's PDF took a strong hold.Thus a major onversion was done during the 2006�07 shool-year to onvert theselessons from HTML to PDF via LaTeX, a derivative of TeX, thus retaining onlineaess while permitting proper formatting of the material.2007�08 saw quotes added and the biographies �nished. Aetate answers were re-plaed with powerpoint style pdfs. In 2008�10 we onentrated on polishing things�fewer warts remain.I o�er my thanks to Sally Adkin, founder/diretor, and Mr. Lundgren, subsequentdiretor of the Berrien County Math and Siene Center. Innumerable internet userswho ame upon these lessons via a searh engine have ontributed in various ways.Roberto Ordóñez (1997�98), and Aurora Burdik (1998�2000) were involved in variousroles. A speial thanks goes to Shirleen Luttrell (1998�2007) without whom theseleture notes would never have gotten o� the ground, nor �ourished.

©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



Berrien County Math and Siene Center
your title
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x STAT'S LESSON 0. PREFACE0.1 Statistis ProjetCollet at least 15 newspaper/magazine lippingsor artiles that use desriptive statistis as a wayof displaying or relating information or data (15points). Inlude and label several whih are de-eptive or exaggerate disrepanies (10 points).Write a few sentenes desribing the type of graph-ial representation, its meaning (15 points), andyour opinion of its validity (5 points).Use lippings/artiles whih are as urrent as pra-tial from a variety of soures and on a variety oftopis. Inlude enough information so that the itemould be reloated (magazine name, date, page num-ber, et.) (30 points). The Internet may be usedfor SOME.Be neat, organized, (15 points) and use a oversheet (10 points) with the information on the bakof this page entered and niely spaed. (More thanone artile per sheet (or sheet per artile!) tendsstrongly to violate neatness and organization.)
Our standard review bonus struture will apply tothis assignment.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



0.2. STATISTICS PROJECT RUBRIC xi0.2 Statistis Projet RubriItem Sore PossibleNumber of Artiles 15deeptive 10desription 15validity/opinion 5itation 30neatness 15over sheet 10bonus (extras) ±10subtotal 100early bonus/late demerits ±20%total 100 ± 32?

Item Sore PossibleNumber of Artiles 15deeptive 10desription 15validity/opinion 5itation 30neatness 15over sheet 10bonus (extras) ±10subtotal 100early bonus/late demerits ±20%total 100 ± 32?Item Sore PossibleNumber of Artiles 15deeptive 10desription 15validity/opinion 5itation 30neatness 15over sheet 10bonus (extras) ±10subtotal 100early bonus/late demerits ±20%total 100 ± 32?

Item Sore PossibleNumber of Artiles 15deeptive 10desription 15validity/opinion 5itation 30neatness 15over sheet 10bonus (extras) ±10subtotal 100early bonus/late demerits ±20%total 100 ± 32?Item Sore PossibleNumber of Artiles 15deeptive 10desription 15validity/opinion 5itation 30neatness 15over sheet 10bonus (extras) ±10subtotal 100early bonus/late demerits ±20%total 100 ± 32?

Item Sore PossibleNumber of Artiles 15deeptive 10desription 15validity/opinion 5itation 30neatness 15over sheet 10bonus (extras) ±10subtotal 100early bonus/late demerits ±20%total 100 ± 32?
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Stat's Lesson 1De�nitions, Uses, Data Types, andLevels of MeasurementMeasure what is measurable andmake measurable what is not so. Galileo GalileiThis is the �rst lesson of ten in a series introduing statistis. We onentrate ondesriptive statistis overall and on some basi de�nitions and levels of measurementin this lesson.We will also ontinue to feature famous mathematiians and sientists in this se-ries of lessons. These were piked with are. Some are important for the sienti�method (Galileo, Baon, Tyho), some for siene/mathematis in general (Kelvin,Poisson, Chebyshev), and the rest due to their ontribution spei�ally to statis-tis (Fisher, Tukey, Gosset, Pearson). A few sientists/politiians are noted onlyin passing. These inlude: Millikan (1), Yates (1), Fahrenheit/Rankine/Celsius (1),Gallup/Dewey/Truman (2). Exept for the quote here and in lessons two and threeby Tyho and Mihelson/Kelvin, they are just for fun, without the burden of knowingwho said it. Today's biography is on Galileo.1.1 Italian Father of Modern Siene: Galileo GalileiGalileo Galilei (1564�1642), often referred to only as Galileo, was an Italianmathematiian, astronomer, and physiist. He made several signi�ant ontributionsto modern sienti� thought. He is onsidered a founder∗ of the sienti� or experi-mental method on whih modern siene is based. He is espeially noted for being the�rst man to study the skies with the telesope and proving the Earth revolves aroundthe Sun. For thousands of years many men were ontent to assume heavier things fell
∗Franis Baon and Tyho Brahe are also given redit for reognizing the need for using theindutive (sienti�) method to disover a few powerful laws and theories about how nature works.1



2 STAT'S LESSON 1. DEFINITIONS, USES, DATA TYPES/MEAS.faster, but Galileo proved theoretially that falling bodies obey what is now known asthe law of uniformly aelerated motion. He gathered evidene that proved theEarth revolves around the Sun and that it was not the enter of the universe as wasthen believed. More importantly, he maintained this position despite trial in Romeand hurh orders to reant. He was fored to spend the last eight years of his lifeunder house arrest. His most far-reahing ahievement was the re-establishment ofthe sienti� method against Aristotle's �awed approah.Galileo was born at Pisa in 1564. He studied mediine at the university therestarting in 1581. Supposedly it was here in the Pisa athedral during his �rst yearthat he observed a lamp swinging and found that its period was onstant, indepen-dant of the amplitude of the osillation. Later in life he veri�ed this observationexperimentally and suggested that this priniple might be used to regulate loks. Ahane Geometry lesson he overheard awakened his interest in mathematis and hebegan to study Mathematis and Siene. In 1585, before he reeived a degree, hewas withdrawn from the univerisity due to lak of funds. Four years later his treatiseon enter of gravity earned him a post of mathematis leturer bak at Pisa. Galileospent his hildhood and the intervening years in Florene. In 1592 he was awardedthe hair of mathematis at Padua where he remained for 18 years and performed thebulk of his work.Galileo had a long-standing on�it with the Roman Catholi hurh regardingits teahing of a geoentri universe (Aristotle). Galileo's beliefs were supportedby observations of raters on the moon, sunspots, and the helioentri solar system(Copernius). Galileo said �The book of nature is written in lear mathematialform.� Although often attributed to him, he may have quoted others for �The bookof sriptures was written to show us how to go to heaven, not how the heavens go.�Galileo had enough faith in the mathematial model of a moving earth to su�erondemnation by the establishment (Catholi hurh) until 1992! The year Galileodied (1642) was the year Newton was born.1.2 The Basis of Siene: The Sienti� MethodAristotle developed his theories of nature in the dedutive style of logi. A fewtruths were aepted as obvious and other statements followed logially. Thus foralmost 2000 years a horse had 40 teeth beause Aristotle said so, not beause anyoneatually opened a horses mouth and ounted.†The sienti� method is the aurate observation of fats and the determinationof order among the fats. Generally these are framed in mathematial form. Thismay be done by indutive reasoning, inferene from a number of observed fats, or
†Variations on this parable are often set in anient Greee or the year 1432, sometimes attahedto a monestary, and were often attributed to Thomas Aquinas or Roger/Franis Baon.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



1.3. INTRODUCTION TO STATISTICS 3by dedutive reasoning from a set of priniples. Often, preditions are possible thatare open to experimental testing.The sienti� method usually has at least �ve steps: (i) stating the problem; (ii)forming the hypothesis; (iii) observing the experiment (taking data); (iv) interprettingthe data; and (v) drawing the onlusion by developing theory. These steps, however,often don't follow that exat order; unexpeted results are often observed! Thesehekpoints are often used to arrange and write up an experiment.Mathematis itself is seldom in on�it with religion. However, siene, sientists,the sienti� method, and the sienti� theories generated often are. In general,sienti� theories annot be rigorously proved. Models are onstruted whih give anapproximate mental piture, often giving a deeper understanding, though analogy.Well-developed models beome theories and theories lead to laws about how natureworks or behaves. Sienti� laws generally annot be broken, unlike politial laws(the law of gravity vs. the speed limit). Laws are valid over a wide range of ases andany limitations or range of validity is learly understood.Sientists ondut their experiments as if the generally aepted theories/lawswere true, while keeping an open mind in ase new information is revealed.Siene enompasses a vast body of empirial knowledge and to try to pik andhoose what to believe and what not to believe is an afront to the sienti� method.Popes Pius XII in 1951 and John Paul II in 1996 delared that Catholis mayaept Evolution as more than a hypothesis and the Big Bang as a �splendid solution�without ontraditing their faith. One an only hope that other religious groupswill onsider a similar position within a few nanohubble times.‡ Little more an besaid here while srupulously avoiding either the fat or appearane of inadequateseparation of seular and setarian ativities as required by the ontrat between theounty and university.1.3 Introdution to StatistisThe term statistis has two basi meanings. First, statistis is a subjet or �eldof study losely related to mathematis. This two week, ten lesson unit serves asa short introdution, brie�y overing the area known as desriptive statistis, andintroduing two inferential statistial tests.Desriptive statistis generally haraterizes or desribes a set of data elementsby graphially displaying the information or desribing its entral tendanies andhow it is distributed.Center sophomores generally spend several weeks reviewing this material and ex-
‡A Hubble time is the age of the universe, with a urrent best estimate of 13.73(12) billion years.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



4 STAT'S LESSON 1. DEFINITIONS, USES, DATA TYPES/MEAS.tending their study of statistis with 15 letures on probability and distributionswith emphasis on the normal distribution. Those who wish to go further an studyinferential statistis, and thus prepare for the AP Statistis Test.∗ Our intent is forjuniors to have ompleted over half that urriulum, when this introdution and thesubsequent probabilities and distribution lessons are taken into aount.Inferential statistis tries to infer information about a population by using infor-mation gathered by sampling.Statistis: The olletion of methods used in planning an experiment and analyzingdata in order to draw aurate onlusions.1.4 General Terms Used Throughout StatistisPopulation: The omplete set of data elements is termed the population.The term population will vary widely with its appliation. Examples ould be anyof the following proper subsets:† animals; primates; human beings; homo sapiens; U.S.itizens; who are high shool students; attending the Math & Siene Center; livingin Berrien County; as freshmen (lass of 2013); females; home shool of Niles, withone younger brother.Sample: A sample is a portion of a population seleted for further analysis.How samples are obtained or types of sampling will be studied in the next lesson.Most any of the examples above for population ould serve as a sample for the nexthigher level data set.Parameter: A parameter is a harateristi of the whole population.Statisti: A statisti is a harateristi of a sample, presumably measurable.The plural of statisti just above is the seond basi meaning of statistis.Assume there are 30 students in a partiular statistis lass, with 6 going to NilesHigh Shool. Sine 6 is 20% of 30, we an say 20% go to Niles. The 20% represents aparameter (not a statisti) of the lass beause it is based on the entire population.If we assume this lass is representative of all lasses, and we treat these 5 studentsas a sample drawn from a larger population, then the 20% beomes a statisti.Remember: Parameter is to Population as Statisti is to Sample.
∗See http://www.ollegeboard.org/ap/statistis/html/index001.html.
†See Numbers Lesson 1 on sets.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5
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1.5. ACCURACY VS. PRECISION 51.5 Auray vs. PreisionThe distintion between auray and preision, reviewed earlier in Numbers Les-son 10, is very important and the student is assumed to be familiar with it. Brie�y,preision is a measure of exatness or repeatability. and auray is a measure ofrightness or how orret the result is.1.6 Uses and Abuses of StatistisMost of the time, samples are used to infer something (draw onlusions) aboutthe population. If an experiment or study was done autiously and results were inter-pretted without bias, then the onlusions would be aurate. However, oasionallythe onlusions are inaurate or inaurately portrayed for the following reasons:
• Sample is too small.
• Even a large sample may not represent the population.
• Unauthorized personnel are giving wrong information that the publi will takeas truth. A possibility is a ompany sponsoring a statistis researh to provethat their ompany is better.
• Visual aids may be orret, but emphasize di�erent aspets. Spei� examplesinlude graphs whih don't start at zero thus exaggerating small di�erenesand harts whih misuse area to represent proportions. Often a hart will usea symbol whih is both twie as long and twie as high to represent somethingtwie as muh. The area, in this ase however, is four times as muh!
• Preise statisitis or parameters may inorretly onvey a sense of high auray.
• Misleading or unlear perentages are often used.Statistis are often abused. Many examples ould be added, (even books havebeen written) but it will be more instrutive and fun to �nd them on your own.1.7 Types of DataA ditionary de�nes data as fats or �gures from whih onlusions may be drawn.Thus, tehnially, it is a olletive, or plural noun. Some reent ditionaries aknowl-edge popular usage of the word data with a singular verb. However we intend toadhere to the traditional �English� teaher‡ mentality in our grammar usage�sorry

‡My mother and step-mother were both English teahers, so learly no o�ense is intended above.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



6 STAT'S LESSON 1. DEFINITIONS, USES, DATA TYPES/MEAS.if �data are� just doesn't sound quite right! Datum is the singular form of the noundata. Data an be lassi�ed as either numeri or nonnumeri. Spei� terms are usedas follows:1. Qualitative data are nonnumeri.Poor, Fair, Good, Better, Best, olors (ignoring any physial auses), and typesof material straw, stiks, briks are examples of qualitative data.Qualitative data are often termed ategorial data. Some books use the termsindividual and variable to referene the objets and harateristis desribedby a set of data. They also stress the importane of exat de�nitions of thesevariables, inluding what units they are reorded in. The reason the data wereolleted is also important.2. Quantitative data are numeri.Quantitative data are further lassi�ed as either disrete or ontinuous.
•
Disrete data are numeri data that have a �nite number of possiblevalues.A lassi example of disrete data is a �nite subset of the ounting numbers,
{1, 2, 3, 4, 5} perhaps orresponding to Strongly Disagree, . . ., StronglyAgree.Another lassi is the eletri harge of a single eletron whih was �rstonviningly measured in 1911 in the Millikan Oil-drop Experiment.Quantum Mehanis, the �eld of physis whih deals with the verysmall, is muh onerned with disrete values.When data represent ounts, they are disrete. An example might be howmany students were absent on a given day. Counts are usually onsideredexat and integer. Consider, however, if three tardies make an absene,then aren't two tardies equal to 0.67 absenes?

• Continuous data have in�nite possibilities: 1, 1.4, 1.41, 1.414, 1.4142,1.41421, . . . ,
√

2.The real numbers§ are ontinuous with no gaps or interruptions. Physially mea-sureable quantities of length, volume, time, mass, et. are generally onsidered on-tinuous. At the physial level (mirosopially), espeially for mass, this may not betrue, but for normal life situations is a valid assumption.
§See Numbers Lesson 14.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



1.8. LEVELS OF MEASUREMENT 7The struture and nature of data will greatly a�et our hoie of analysis method.By struture we are referring to the fat that, for example, the data might be pairsof measurements. Consider the legend of Galileo dropping weights from the LeaningTower of Pisa. The times for eah item would be paired with the mass (and perhapssurfae area) of the item.1.8 Levels of MeasurementThe experimental (sienti�) method depends on physially measuring things.The onept of measurement has been developed in onjuntion with the onepts ofnumbers and units of measurement. Statistiians ategorize measurements aordingto levels. Eah level orresponds to how this measurement an be treated mathemat-ially.1. Nominal: Nominal data have no order and thus only gives names or labelsto various ategories. You an only ount nominal data, and annot otherwisemeasure it.2. Ordinal: Ordinal data have order, but the interval between measurements isnot meaningful.3. Interval: Interval data have meaningful intervals between measurements, butthere is no true starting point (zero).4. Ratio: Ratio data have the highest level of measurement. Ratios betweenmeasurements as well as intervals are meaningful beause there is a startingpoint (zero).Nominal omes from the Latin root nomen meaning name. Nomenlature, nom-inative, and nominee are related words. Gender is nominal. (Gender is somethingyou are born with,¶ whereas sex‖ is something you should get a liense∗∗ for.)Example 1: Colors
¶The ditionary de�nes gender as the fat or ondition of being male or female, espeially re-garding how this a�ets or determines a person's self image, et. Thus genitals may not be the onlydetermining fator and hormonal and environmental in�uenes may dominate.
‖Unfortunately, ditionaries generally note both maleness/femaleness in addition to sexual inter-ourse in the various de�nitions of sex.

∗∗Although this statement is onsistent with the federal abstinene-only program whih spei�esthat the exlusive purpose of the eduation must be to �teah that a mutually faithful monogamousrelationship in the ontext of marriage is the expeted standard of human sexual ativity� and that�sexual ativity outside of the ontext of marriage is likely to have harmful psyhologial or physiale�ets,� sexuality eduation may be more e�etive if ontraeption information is inluded, as themajority of parents prefer. www.ejhs.org, Volume 4, June 25, 2001.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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8 STAT'S LESSON 1. DEFINITIONS, USES, DATA TYPES/MEAS.To most people, the olors: blak, brown, red, orange, yellow, green, blue, violet,gray, and white are just names of olors.To an eletronis student familiar with olor-oded resistors, this data is in as-ending order and thus represents at least ordinal data.To a physiist, the olors: red, orange, yellow, green, blue, and violet orrespondto spei� wavelengths of light and would be an example of ratio data.Example 2: TemperaturesWhat level of measurement a temperature is depends on whih temperature saleis used. Spei� values: 0◦C = 32◦F = 273.15 K = 491.69◦R 100◦C = 212◦F= 373.15 K = 671.67◦R −17.8◦C = 0◦F = 255.4 K = 459.67◦R where C refersto Celsius (or Centigrade before 1948); F refers to Fahrenheit; K refers to Kelvin; Rrefers to Rankine.Only Kelvin and Rankine have true zeroes (as starting point) and ratios an befound. Celsius and Fahrenheit are interval data; ertainly order is important andintervals are meaningful. However, a 180◦ dashboard is not twie as hot as the 90◦outside temperature (Fahrenheit assumed)! Rankine has the same size degree asFahrenheit but is rarely used. To interonvert Fahrenheit and Celsius, see NumbersLesson 13. (Note that sine 1967, the use of the degree symbol on tempertures Kelvinis no longer proper.)Although ordinal data should not be used for alulations, it is not unommonto �nd averages formed from data olleted whih represented Strongly Disagree, . . .,Strongly Agree! Also, averages of nominal data (zip odes, soial seurity numbers)is rather meaningless!

©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



1.9. HOMEWORK, STAT'S INTRODUCTION 9Name Sore1.9 Homework, Stat's IntrodutionEah problem is worth two points.1. What is the di�erene between statistis and statisti?
2. What is the di�erene between desriptive and inferential statistis?
3. Would you trust a 1998 poll to be aurate when saying that Clinton needs toresign if you �nd out that the poll is olleted by people alling in response toa newspaper artile? Why or why not?
4. Complete the following omparison: Parameter is to ?................?, as statistiis to ?..............?.
5. What are the two atagories of data starting with the letter q?
6. If numeri data are not disrete, then they must be ?.................?.
7. Arrange in order from highest to lowest the four levels of measurement.
8. If your teaher's portfolio dropped 16% in value, show how to �nd what perentinrease (from the resulting, new value) would be required to return it bak toits original value?

Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



10 STAT'S LESSON 1. DEFINITIONS, USES, DATA TYPES/MEAS.The �rst edition of a textbook ontained 600 exerises. For the revised edition,the author removed 50 of the original exerises and added 350 new exerises.Complete eah of the following statements.9. There are ?..............? exerises in the revised ed.
10. There are ?..............? more exerises in the revised edition than the 1st ed.
11. There are ?..............?% more exerises in the revised edition than the 1st ed.
12. ?..............?% of the [revised edition℄ exerises are new.
13. Assume 25% of the deer population is infeted with TB. Suppose the total popu-lation is redued by 10% by reurring annual methods. If the initial populationwas 100,000, how many infeted deer are left? (Assume that the redutionmethods operate independantly of infetion.)
14. In two words, desribe the di�erene between preision and auray.
15. If 0◦C = 32◦F and 100◦C = 212◦F, �nd the temperature whih is representedby the same number on both sales.
16. is something you are born with, whereas is somethingyou should get a for.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



Stat's Lesson 2The How and Why of StatistialSamplingI've studied all available harts of the planets and stars and none of themmath the others. There are just as many measurements and methodsas there are astronomers and all of them disagree. What's needed is along term projet with the aim of mapping the heavens onduted from asingle loation over a period of several years. Tyho BraheIn this lesson we will disuss various aspets of statistial sampling. We disussfour points to onsider, �ve type of sampling, sampling errors, types of questions, andthe importane of reord keeping. Information on experimental design is pending.2.1 Danish Father of Modern Astronomy: Tyho BraheTyho Brahe (1546�1601) was slightly older than Galileo and made a signi�antontribution to our understanding of the solar system. He was a Danish noblemanfamed for his aurate and omprehensive naked eye astronomial observations andalhemy (then a respeted oupation). A predited elipse in 1560 fasinated him.Three years later at age 17 he wrote the quote given above.Tyho, as he was ommonly alled in the Sandinavian tradition, was given anisland estate with funding to build a researh institute. His large astronomial instru-ments, good seeing onditions, and areful and redundant measurements were instru-mental in Kepler's alulations of Mars's ellipitial orbit and his laws of planetarymotion whih overturned the Ptolemai (geoentri with epiyles) and establishedthe Copernian (helioentri) system.∗ However, from about 1610 when Galileo ob-served the phases of Venus and overturned the Ptolemai system, until after Galileo'sdeath when the Copernian system took over, a Tyhoni system was ommon and
∗Copernius is known as the father of modern astronomy.11



12 STAT'S LESSON 2. HOW & WHY OF STAT. SAMPLINGeven supported by the Roman Catholi Churh. In this system the planets orbitedthe sun, but the sun orbited the earth. In 1572 Tyho oined the term nova for a newstar when he observed a supernova. This later inspired a Poe poem and is probablyreferened in Shakespeare's Hamlet as the �star that's westward from the pole.� Ke-pler only had aess to limited data before Tyho died and he obtained the rest onlyafter some ontroversy.Tyho's nose was ut o� in a duel when he was 20. He usually wore a prosthetinose. History reords it being made of gold and silver, but in 1901 when they openedhis grave they found green in his sinus area suggesting opper. Tyho at one pointowned 1% of Denmark's wealth. His tame moose apparently got drunk at a party,fell down the stairs, and died. Kepler's aount of Tyho's death was onsistent witha bladder infetion brought on by staying until the end of a banquet. He died elevendays later. Reent evidene suggests Tyho died of merury poisoning and manydoubt he would have poisoned himself.2.2 Points to ConsiderBefore analyzing data statistially, it is important to onsider if the data were ol-leted appropriately. Many years of labor and even areers have been virtually wastedbeause of fundamental �aws in the data olletion step. The statistial analysis willonly likely be a minor part of the total expense of a properly onduted experiment,so time, e�ort, and money spent ensuring the data are olleted appropriately is er-tainly well spent. The omputer adage Garbage In, Garbage Out or GIGO is ratherapropos. Ensure that the sample size is large enough.Although a large sample is no guarantee of avoiding bias, too small a sampleis a reipe for disaster. How to determine minimum sample size goes beyond thesope of this introdution, but su�e it to say there are well established tehniquesto determine suh. These tehniques are based on the Central Limit Theorem andsome information an be found in Probabilities and Distributions Lesson 11.Better results are obtained by measuring instead of asking.A good lassroom example would be to ollet people's heights. We expet suhdata might be randomly distributed. Asking will result in several soures of error.Perhaps the most ommon being exaggeration, rounding, hair style, and shoe heelvariation or even omplete absene of shoes. Were you instead to measure eah indi-vidual, these soures of error ould be redued. You may still enounter systematierrors. Following are some soures of systemati error. Perhaps your measuring de-vie is defetive. Spei� examples might inlude the ommon fat that rulers oftendon't start exatly at zero, but have a little extra margin. Maybe the measuring©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



2.3. METHODS OF SAMPLING 13tape is marked o� in inhes on one side and tenth's of a foot on the other and some-times the wrong side is read. Tape measures an beome kinked or even tangled(espeially surveying aves). Perhaps being a Center students orrelates with beingshorter or taller for some unknown reason. This might only be a problem if you wereto use your data to represent a larger population.The medium used (mail, phone, personal interview) is important.Surveys are a very popular method of data olletion for soial issues. Mail surveystend to have a lower response rates whih will distort and hene �aw a sample.Although telephone surveys may be relatively e�ient and inexpensive, the more timeonsuming and orrespondingly expensive personal interview allows more detailed andomplex data to be olleted. Be not alled by telemarketers�the �ve year don't alllist is expiring�you may need to reapply.Be sure the sample is representative of the population.An observational study observes individuals and measures variables of inter-est but does not attempt to in�uene the responses. An experiment deliberatelyimposes some treatment on individuals in order to observe their responses.Observational studies are then a poor way to gauge the e�et of an intervention.When our goal is to understand ause and e�et, experiments are the only soureof fully onvining data. However, imposing treatments may produe some ethialonerns. See more below under experimental design.Before we move on to the next point, we should note that some studies are ret-rospetive, or involve looking bak at past events, whereas others are prospetiveor trak groups forward in time.2.3 Methods of SamplingSampling is the fundamental method of inferring information about an entirepopulation without going to the trouble or expense of measuring every member ofthe population (ensus) . Developing the proper sampling tehnique an greatly a�etthe auray of your results.Statistiians have lassi�ed sampling into �ve ommon types, as given below.A sixth type is sometimes inluded, the ensus. However, a ensus inluded everymember of the population so is an improper subset, so it is tehnially not a sample.Random Sampling: Members of the population are hosen in suh a way thateah have an equal hane to be measured.Other names for random sampling inlude representative and proportionatesampling beause all groups should be proportionately represented. Consider whatmight happen if a telephone diretory were used as a soure for randomly seletingIntrodution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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14 STAT'S LESSON 2. HOW & WHY OF STAT. SAMPLINGsurvey partiipants. Some people have no phone, others have multiple phones andorresponding listings. Still others have unlisted phone numbers. In a�uent areasunlisted phone numbers were approahing half the population about the year 2000and are ertainly higher today. Now-a-days many are giving up land lines and useell phone exlusively. Cell phone diretories are ontroversial at best and the lawdisallows the use of omputer dialers to aess them. Pollsters ommonly use omput-ers to generate and dial phone numbers in an attempt to irumvent these problems.However, many people onsider suh use of the telephone as an invasion of their pri-vay and refusals or hang-ups may well signi�antly in�uene the outome. Some ofus have learned to reognize these omputer dialers and quikly hang up. Suh arethe pitfalls whih must be arefully onsidered in designing an experiment, study, orsurvey.Systemati Sampling: Every kth member of the population is sampled.The histori meaning of the word deimate, where every 10th Roman soldier waskilled, usually by his ohorts, is a gruesome example of systemati sampling.Strati�ed Sampling: The population is divided into two or more strata and eahsubpopulation is sampled (usually randomly).Stratum is the singular form of the word strata whih means to spread out. Oneof the word's most ommon usage is in geology to desribe the layers of sedimentaryroks whih have formed during the earth's history. Gender and age groups wouldbe ommonly used strata. Classes is another term for strata. Eah stratum mustshare the same harateristi. Random sampling may well be used to selet a ertainnumber of data points from eah stratum. This is often the most e�ient samplingmethod.Cluster Sampling: A population is divided into lusters and a few of these (oftenrandomly seleted) lusters are exhaustively sampled.Exhaustively means onsidering all elements. Cluster sampling is used extensivelyby governmental and private researh organizations.Conveniene Sampling: Sampling is done as onvenient, often allowing the ele-ment to hoose whether or not it is sampled.Conveniene sampling is the easiest and potentially most dangerous. Often goodresults an be obtained, but perhaps just as often the data set may be seriouslybiased. Consider olleting GPA information from students in detention. It may beonvenient, but perhaps not representative of the entire student body!Be wary of onveniene sampling.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



2.4. SAMPLING ERROR 152.4 Sampling ErrorWe have listed above several soures of sampling error. One of the most famoussampling errors ourred in 1948 when the Gallup poll predited Dewey would beeleted president over Truman. The day after the eletion, suh an announementmade the front page of a major newspaper! Gallup then abandoned the quota systemand instituted random sampling based on lusters of interviews nationwide. Samplesubjets should be seleted by the pollster. They should not selet themselves asthey do via mail or perhaps telephone surveys. The systemati errors listed aboveare examples of nonsampling errors.Of great debate reently was what to do with the errors whih arise in the deennialUS Census. Considerable time was spent by all three branhes of our governmentaddressing this issue for the 2000 ensus.2.5 Question TypesSome questions are lassi�ed as open, whereas other questions are lassi�ed aslosed. Open questions eliit open-ended responses and thus work best in a personalinterview. Multiple-hoie or true/false questions are a type of losed question. Closedquestions an thus more easily be oded and analyzed by a omputer.2.6 Reord KeepingIn siene espeially, a detailed lab notebook is important for serious work. Stan-dards will vary with the institution, level, and seriousness of the work. Some ommonrequirements are as follows.1. Reords should be kept in a stithed notebook of quality paper.2. Entries should be made in ink with eah page numbered (and none missing).3. Eah page should be signed and dated by the priniple partiipants.4. A full aount of eah experiment should be given, inluding set-up, proedure,original data, analysis, and onlusions. This might inlude who walked intothe room, when, what they were wearing, et. Strong results sometimes haveeven stranger explanations!5. Establish beforehand who will retain the notebook.If surveys are used be sure to inlude the survey sponsor, the date the surveywas onduted, the size of the sample, the nature of the population sampled, theIntrodution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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16 STAT'S LESSON 2. HOW & WHY OF STAT. SAMPLINGtype of survey used, and the exat wording of the survey questions. Other importantissues inlude: assessing the risk to those surveyed, the sienti� merit of the survey,and the guarantee of the subjet's onsent to partiipate. An example of risk mightbe the hazard of planting ideas (rape, murder, suiide, et.) in someone's head orreviving suppressed memories (abuse) while asking related questions. Nulear poi-soning/fallout from the 1950's and assoiated aner deaths would be another exampleof risk whih was reently (Sep. 2000/1998) in the news.Lab notebooks and other soures have ommonly been used to establish priorityand patent laims. This may our long after the reords were made, so detail andlarity are important to remember. Patents and assoiated royalties for the transistor,the laser, and even omputers have depended on suh reords, long after the fat! Labwrite-ups are an essential part of any siene experiment and will provide pratie inthis area.The priniple author has done original researh in several di�erent �elds (Chem-istry, Mathematis, Physis, and Computer Siene) at various times in his areer.Organization has been a key fator in suh an ahievement. Without it, the abilityto move between �elds would be severely hampered. Detailed reords were ertainlyimportant when ausations of embezzlement arose!Fabriation or falsi�ation of data, although rare, is a serious breah of ethis.It an easily result in the end of a areer however promising it might have been.Suh reord keeping an be extremely important in trying to reprodue someoneelse's �ndings. You might onsider it a sort of professional diary. Classi sienti�failures inlude evidene of a �fth fore (antigravity) and old fusion (now known aslow energy nulear reations or LENR). Di�erentiating between being mislead andfabriation an be very important.2.7 Experimental DesignMore information on experimental design (treatments, fators, bloking, doubleblind, latin square, randomized omplete blok, mathed pairs, repliation, and sim-ulation) should be inluded here but isn't. Consult any good Statistis book or takethe AP Statistis ourse for more information.
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2.8. HOMEWORK, STATISTICAL SAMPLING 17Name Sore2.8 Homework, Statistial SamplingEah problem is worth two points.Identify eah number as disrete or ontinuous.1. Yesterday's reords for MSC attendane show that two underlassmen wereabsent.2. Toyota hopes to produe 100,000 Prius hybrids for the United States in 2005.3. A 1999 Cadilla Esalade weighs 5,600 pounds.4. The radar loked a Justin Verlander fastball at 101.4 mph.Determine whih level of measurement is most appropriate.5. Colors of SkittlesTMbrand andies.6. Final ourse grades of A, B, C, D, and F.7. Daily high and low temperatures at the Niles airport for 2004.8. Time (in days) for a sunspot to be visible from the earth.Identify the type or types of sampling used for the following.9. George went through the telephone book and alled every 89th person listed.10. Four people divided the telephone book evenly and eah randomly samplingfrom their portion.11. All people with a 461 telephone exhange are alled.12. Every 5th blok of 10 students leaving the Eau Claire High Shool afeteria onJune 31 is exhaustively sampled about their faith in random samples.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



18 STAT'S LESSON 2. HOW & WHY OF STAT. SAMPLING13. What four letter words are assoiated with onveniene sampling?
14. Di�erentiate between prospetive and retrospetive studies.
15. Give two other names for random sampling.
16. What is an open question?
17. What is the average of: 1, 1, 2, 4, 7?
18. Is this a losed question (yes or no)?
19. Give three examples where patent litigation dragged on for years and laboratorynotes beame very important.
20. What is the di�erene between an experiment and a study?
21. How important are lab notebooks? Why?©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



Stat's Lesson 3Averages: Mean, Mode, Median, orMidrange?It seems probable that most of the grand underlying priniples have nowbeen �rmly established and that further advanes are to be sought hie�yin the rigorous appliation of these priniples to all the phenomena whihome under our notie....future truths of physial siene are to be lookedfor in the sixth plae of deimals.Mihelson in 1894, apparently quoting KelvinThis lesson disusses the four major types of measures of entral tendeny (aver-ages), whih one is best, and reviews round-o� rules. It loses with examples and aalulator ativity.3.1 The Father of Thermodynamis: Lord KelvinEhoing the Galileo quote from Lesson 1, Kelvin said: I often say that when youan measure what you are speaking about, and express it in numbers, you knowsomething about it; but when you annot measure it, when you annot express it innumbers, your knowledge is of a meagre and unsatisfatory kind.William Thomson (1824�1907) was born in Ireland, worked most of his life inSotland, but is onsidered a British mathematial physiist, engineer, inventor, andleader. His major works dealt with eletriity and thermodynamis, inluding theabsolute temperature sale named after him. His work in mathematial analysis didmuh to give physis its urrent form. He was also very involved as an engineer inthe laying of an early transatlanti able, �rst used for telegraph. This later areergave him wealth, fame, and his title of Baron, but he was ommonly known as LordKelvin. 19



20 STAT'S LESSON 3. AVE.: MEAN, MODE, MEDIAN, OR MIDRANGE?Three of Kelvin's early papers were written under the psuedonym P.Q.R. on thetopi of heat. His analogy of heat ondution with eletrostatis was ultimatelydesribed by Maxwell as one of the most valuable siene-forming ideas. By age22 he was appointed hair of natural philosophy at Glasgow where he stayed over50 years. Kelvin was a major ontributor to the development of the Seond Law ofThermodynamis whih states that perfet e�ieny in energy exhange is impossibleor entropy (disorder) is always inreasing.3.2 AveragesAverage most often refers to the arithmeti mean, but is atually ambiguous andmay be used to also refer to the mode, median, or midrange.You should always larify whih average is being used, preferrably by using amore spei� term. Averages give us information about a typial element of a dataset. Averages are measures of entral tendeny.Mean most often refers to the arithmeti mean, but is also ambiguous. Unlessspei�ed otherwise, we will assume arithmeti mean whenever the term is used.The Arithmeti Mean is obtained by summing all elementsof the data set and dividing by the number of elements.A host of other means and their method of omputation will be disussed inStatistis Lesson 4. Symbolially, the arithmeti mean is expressed as x̄ =

∑

xi

n
,where x̄ (pronouned �x-bar�) is the arithmeti mean for a sample and Σ is theapital Greek letter sigma and indiates summation. xi refers to eah element of thedata set as i ranges from 1 to n. n is the number of elements in the data set. Theequation is essentially the same for �nding a population mean; however, the symbolfor the population mean is the small Greek letter µ (mu). As we will also see inStatistis Lesson 5, Roman letters usually represent sample statistis, whereas Greekletters usually represent population parameters.Sample size is the number of elements in a sample.It is referred to by the symbol n.Be sure to use a lower ase n for sample size. An upper ase N refers to Popu-lation Size, unless being used in the ontext of a normally distributed population.Mode is the data element whih ours most frequently.A useful mnemoni is to alliterate the words mode and most. Alliterations startwith the same sound like: �seven slippery slimy snakes slowly slipping southward.�Some data sets ontain no repeated elements. In this ase, there is no mode (or©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5
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3.3. THE BEST AVERAGE 21the mode is the empty set). It is also possible for two or more elements to be repeatedwith the same frequeny. In these ases, there are two or more modes and the dataset is said to be bimodal or multimodal. In the rare instane of a uniform ornearly uniform distribution, one where eah element is repeated the same or nearlythe same number of times, one ould term it multimodal, but some authors invokesubjetivity by speifying multimodality only when separate, distint, and fairly highpeaks (ignoring �utuations due to randomness) our. Thus mode an be subjetive.The Median is the middle elementwhen the data set is arranged in order of magnitude (ranked).A useful mnemoni is to remember that the median is the grassy strip (in thesemirural area of the midwest where I ome from) that divides opposing lanes in ahighway. It is in the middle.If there are an odd number of data elements, the median is a member of the dataset. If there are an even number of data elements, the median is omputed as thearithmeti mean of the middle two and thus may or may not be a member.The median has other names whih will be studied in Statistis Lesson 7. Thesymbol x̃ (pronouned �x-tilde�) is sometimes used for the median, but will not beused here.The Midrange is the arithmeti mean of the highest and lowest data elements.Midrange is a type of average. Range is a measure of dispersion and will bestudied in Statistis Lesson 5. A ommon mistake is to onfuse the two.Symbolially, midrange is omputed as: xmax + xmin

2
.3.3 The Best AverageThe ambiguity of the term average an lend to deeption. Statistiians may oftenbe ast as liars as a result. Note how advertisers may distort statistis to pursue theirgoals.Some basi fats regarding averages are as follows.1. The mean, median, and midrange always exist and are unique.2. The mode may not be unique or may not even exist.3. The mean and median are very ommon and familiar.4. The mode is used less frequently; midrange is rarely used.5. Only the mean is �reliable� in that it utilizes every data element.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



22 STAT'S LESSON 3. AVE.: MEAN, MODE, MEDIAN, OR MIDRANGE?6. The midrange, and also somewhat the mean, an be distorted by extreme dataelements (see Statistis Lesson 8).7. The mode is the only appropriate average for nominal data.3.4 Round-o� RulesThe mode, if it exists, and possibly the median are elements of the data set. Assuh, they should be spei�ed no more aurately than the original data set elements.The midrange and possibly the median are the arithmeti mean of two data setelements. One additional signi�ant digit may be neessary to aurately onvey thisinformation.The number of signi�ant digits for the mean should onform to one of the fol-lowing rules.1. The signi�ant digits should be no more than the number of signi�ant digitsin the sum of the data elements. If the data have fairly onsistent preision,this should be easy to determine.∗ Those rules were outline in Numbers Lesson10. This is sometimes simplify as a rule of thumb† by stating that the meanshould be given to one more deimal plae than the original data. However,this assumes the data set is small (n ≪ 100) and that the data was reorded toa onsistent preision.2. The number of signi�ant digits should be onsistent with the preision obtainedfor the standard deviation. This onept is expanded upon in Statistis Lesson5 after measures of dispersion are disussed.3. It is not unommon in siene for results to be left in and perhaps interimalulations sometimes rounded to three signi�ant digits, whih is aboutall you ould get out of a slide rule. Hene, this was ommonly termed sliderule auray. In pre-alulator days, this also made hand alulations easier.The important thing to remember is not to write down ten deimal plaes withoutgood reason, even though your alulator will often display suh.Presenting more than �ve signi�ant digits, exept on variane,is probably a joke and points will be deduted!Please note the quote at the beginning of the lesson regarding the state of pre-ision in physis just before 1900. Relativity and quantum mehanis soon revo-
∗Sine the sample size (n) is an exat value, it has no a�et on the number of signi�ant digitsobtained from the division.
†On a histori note, the term rule of thumb apparently does not ome from any old Englishlaw to limit the size of stik whih a husband ould use to beat his wife as often stated. However,abusive relationships still remain an often hidden soietal problem.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5
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3.5. EXAMPLES 23lutionalized physis and we soon were looking at details in the ninth plae! Theauthor's dissertation reported results of the esium D1 transition entroid frequenyas: 335 116 048 748.2(2.4) kHz. The (2.4) is the one standard deviation unertainty inthis result.3.5 ExamplesExample: The homework for Statistis Lesson 2 near the end had the question:17. What is the average of: 1, 1, 2, 4, 7?Answer: As we have seen in this leture, this is a rather ambiguous question andthe answers 1 (mode), 2 (median), 3.0 (mean), and 4.0 (midrange) are all possibleand orret!Example: A sample of size 5 (n = 5) is taken of student quiz sores with thefollowing results: 1, 7, 8, 9, 10. Find the average sore.Answer: The mean is (1+7+8+9+10)/5 = 35/5 = 7.0 (note one more deimalplae is given). All sores our only one, hene there is no mode. The mediansore is 8 (not 8.0). The midrange is (10+1)/2 = 5.5 (note the extra deimal plae isrequired).An extreme sore (1) distorts the mean so perhaps the median is a better measureof entral tendeny. For a larger data set, this ould be further de�ned in terms ofskewness (median and generally mean to the left of (negatively skewed), right of(positively skewed), or same as (zero skewness) the mode) and symmetry of thedata set. It is more ommon to be positively skewed, sine exeptionally large valuesare easier to obtain due to lower limits. A ase in point would be annual earnings.Our left tail is ut o� by zero, whereas our right tail is extremely skewed by the likesof Bill Gates, Berhard Mado�, and Warren Bu�ett.Example: Form the mean of the data set: 20, 1, and 1.5.Answer: Naively, one might �nd 22.5/3.=7.5. However, if one were to tehniallyfollow the rules for adding signi�ant digits, one would obtain 20/3=7, where the sum20 was formed using the proper rules of signi�ant digits, and the quotient 7 similarly.3.6 Ativity: Calulator AveragesPlease use your TI-84+ alulator for the following ativities.Press the STAT key and ENTER to selet EDIT. Now enter the homeworkdata from Statistis Lesson 2, question 17. Your sreen should appear as in the leftsreen in Figure 3.6.Press the 2nd MODE (QUIT) or just go diretly to STAT, arrow over toCALC, and ENTER to selet 1-Var Stats. Now enter 2nd 1 (L1). Although thisIntrodution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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24 STAT'S LESSON 3. AVE.: MEAN, MODE, MEDIAN, OR MIDRANGE?

Figure 3.1: TI-84 Graphing Calulator Data in List (left); Mean and Standard Devi-ation from 1 Variable Statistis (middle); and Five Number Summary (right).last aspet (L1) is optional, it an save a lot of grief, sine you never know who set thedefaults to what! Your sreen should now appear as in the middle sreen in Figure3.6.
x̄ is the arithmeti mean. Also shown are the sum of the data elements and thesum of their squares. Next is Sx. This is the sample standard deviation to be disussin Statistis Lesson 5. Next is σx. This is the population standard deviation also tobe disussed Statistis Lesson 5. Last is n or the sample size.Please note the down arrow to the left of the n. If you arrow down, the 5-numbersummary will be displayed in the right sreen in Figure 3.6. This is the topi ofStatistis Lesson 7, but note that the median (Med) is displayed there. For largelists, sorting it �rst may failitate �nding the mode (or trimming it to �nd trimmedmeans). This an be aomplished by 2nd STAT (LIST), then arrow over to OPSENTER (to selet SortA(, then 2nd 1 L1)). The losing parenthesis is optional.The midrange an be obtained by adding the 1 and 7 and dividing by 2. If youget 4.5, you forget to use parentheses! Using minX and maxX from the 5-numbersummary above may be helpful.If your lists are missing, enter STAT, then 5 to run the SetUpEditor. Normally,lists L1�L6 are available. Additional lists may be named. These names are availableunder 2nd STAT or LIST. It also might be neessary to lear a list (arrow up tothe list name and enter CLEAR. Elements may be inserted into or deleted from listsby use of the DEL or 2nd DEL = INS key. The author often resales test sores(whih were in L5) by a ommand like the following: ROUND(.9*L5,0)+11STO◮L6.‡What does this do?

‡The store key is loated just above the ON key on most TI-8x alulators. STO is not displayedwhen the key is depressed.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



3.7. HOMEWORK, AVERAGES 25Name Sore3.7 Homework, AveragesProblems 1�4 are worth four points eah, eah subpart of problem 9 andall other problems are worth two points eah.Find the mean, mode, median, and midrange for the following four data sets.Please use the statistis mode on your alulator only for the large data set.1. Fabriated data based on annual earnings of selet individuals related to pro-duing this homework assignment: $36,000, $360,000, $3,600,000, $36,000,000,and $360,000,000 (math teaher, notebook omputer assembler, Netsape R© pro-grammer, Windows R© programmer, Bill Gates).2. Data set with mixed preision: 1, 1.1, 2.7, 3.14, 1.618.3. Data set with an even number of elements: 1, 2, 3, 4, 5, 6, 7, 8.4. Data set with lots of data (inauguration ages of U.S. presidents): 57, 61, 57, 57,58, 57, 61, 54, 68, 51, 49, 64, 50, 48, 65, 52, 56, 46, 54, 49, 51, 47, 55, 55, 54,42, 51, 56, 55, 51, 54, 51, 60, 62§, 43, 55, 56, 61, 52, 69, 64, 46, 54, 47. Pleaseuse your graphing alulator and save the data for a few days.5. Assume four students drive from Mihigan to Florida (2000. km) at 100.0 kphand return at 80.0 kph. Find the arithmeti mean of these two speeds.6. Use the arithmeti mean speed from the previous problem and the total dis-tane travelled to obtain a false value for how long it took. (Speed is distanedivided by time. Hene time is distane divided by speed.)
§There is some ontroversy regarding David Dwight Eisenhower's year of birth. The value usedhere is from an o�ial web page http://www.whitehouse.gov/history/presidents/de34.html.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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26 STAT'S LESSON 3. AVE.: MEAN, MODE, MEDIAN, OR MIDRANGE?7. Veloity is displaement per unit time. Using the data from the problems justabove, alulate the true value for their time in hours for eah leg of theirjourney. Contrast this with the previous problem.8. Now, divide their total distane travelled by their true total time. This is theirtrue average speed and is the harmoni mean. It will be de�ned and derivedin Statistis Lesson 4.9. Examine lesson 11.7 in your Geometry book and do problems 1, 3a, 5, and 8.1. Find the mean temperature if the high was 10◦F and the low was −2◦F.3a. Find the seond test sore needed to average 90 if the �rst test sore was82.5. Find the midpoint of the segment with endpoints (−0.09, 12) and (0.3,−4).8. The enter of a irle is (4, 5). One diameter endpoint is (−2,−3). Findthe oordinates of the other endpoint.
10. Give a formula for the oordinates of the midpoint of the segment onneting

(x1, y1, z1) and (x2, y2, z2).11. Give a formula for the oordinates of the midpoint of the segment onneting
(x1, y1, z1, ict1) and (x2, y2, z2, ict2).¶

¶c is the speed of light now de�ned as 299 792 458m/s, t is time, i =
√
−1, and this is oneformulation for spae-time in Einstein's general relativity.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



Stat's Lesson 4What Does He Mean?All the women are strong, all the men are good-looking, and all the hildren are above average. Garrison KeillorIn this lesson we fous on the many means available, in addition to the arithmetimean, why there are so many means, and just what we mean by the word.4.1 English Father of Modern Siene: Franis Ba-onFranis Baon (1561�1626) developed the Baonian methodology for sienti�inquiry or the sienti� method. He was also an English philosopher, statesman, andis redited with inventing the English essay. Baon was not a noted sientist butrather in�uened it more by his philosophy and writings�writings he had to pay tohave published. His ambition was not just to master all knowledge but to reform it,espeially the proess by whih new knowledge was aquired and integrated.At Trinity College/Cambridge he developed a dislike for Aristotelian philosophystill being taught whih ultimately led him to onlude the methods of siene ofthose times and orresponding results were erroneous. Disovering truth beame oneof his three life goals, along with servie to his ountry and hurh. When he ouldnot �nd work whih allowed him to pursue truth, he spent two years studying law.He served in many di�erent apaities within government but was hronially in debt.Baon is also often ited as a possible author of Shakespeare's works. The lak ofinformation about Shakespeare himself, the vast voabulary (29,000 words or 5 timeswhat is used in the Bible), and breadth of topis overed point toward a ommittee,nobility, or well-eduated man. Doubts surfaed during Baon's and Shakespeare'slifetime and ontinue to this day. Many forms of statistial analysis have been usedto address this question. 27



28 STAT'S LESSON 4. WHAT DOES HE MEAN?4.2 Arithmeti MeanIn Statistis Lesson 3, we de�ned arithmeti mean as the one ommonly used bystatistiians and as the one usually intended when we just say mean. However, thereare a wide variety of other means with a variety of appliations whih we will reviewhere.4.3 Geometri MeanThe geometri mean is used in business to �nd average rates of growth.The geometri mean is the nth root of the [pi℄ produt of the data elements.Geometri mean = n

√

Πxi for all n ≥ 2.Example: Suppose you have an IRA (Individual Retirement Aount) whihearned annual interest rates of 5%, 10%, and 25%.Solution: The proper average would be the geometri mean or ( 3
√

1.05 · 1.10 · 1.25)or about 1.13 meaning 13%.Note that the data elements must be positive. Negative growth is represented bypositive values less than 1. Thus, if one of the aounts lost 5%, the proper multiplierwould be 0.95.The geometri mean is typially �rst enountered in a proportion when the meansare equal, as in 8

w
=

w

4
. Here w2 = 32 and square rooting both sides gives an answer.However, in general, there may be n nth geometri means. We thus annot be sure ofthe sign of w above.4.3.1 Geometri and Arithmeti SequenesThe di�erene between arithmeti and geometri means is similar to the di�er-ene between arithmeti and geometri sequenes. In an arithmeti sequene

(2, 4, 6, 8, · · ·) you add the same amount eah time (2). In a geometri sequene
(2, 4, 8, 16, · · ·) youmultiply by the same fator eah time (2). If you are given the 1stand 4th term of an arithmeti sequene (1,?,?,10), you an solve for the missing termsby �nding the di�erene of the known terms and dividing the interval by the numberof gaps between missing terms: (10 − 1)/3 = 3 to �nd the ommon di�erene (3)and hene the full sequene: (1, 4, 7, 10). If you are given the 1st and 5th terms ofa geometri sequene (2, ?, ?, ?, 32), you an solve for the missing terms by �ndingthe ratio of the known terms and nth rooting for the ommon ratio. Here again,
n is determined by the number of gaps between missing terms and known terms.However, sine there an be four di�erent 4th roots, there may be up to four di�erentsequenes: (2, 4, 8, 16, 32) or (2,−4, 8,−16, 32) and, if omplex numbers are allowed,©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5
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4.4. HARMONIC MEAN 29
(2, 4i,−8,−16i, 32) or (2,−4i,−8, 16i, 32), depending on whih ommon ratio or nthroot was hosen from among ±2 and ±2i.∗ Hopefully, this motivates the nth rootsused above. Also, sine frational exponents are usually new, a setion on them isinluded as Setion 4.10 of this lesson.4.4 Harmoni MeanThe harmoni mean is found by dividing the number of data elements by the sumof the reiproals of eah data element.Harmoni mean = n

∑

x−1
iThe harmoni mean is used to alulate average rates suh as distane per time, orspeed. (In physis you will learn that speed is a salar, whereas veloity is a vetor,having both magnitude and diretion. Great are should be exerised to selet theproper term.) Problems requiring the harmoni mean are ommon on ontests.Example: Suppose your grandfather walked three miles to shool. Due to theterrain, for the �rst mile he averaged 2mph; for the seond mile 3mph; for the �nalmile the average speed was 4mph. What was the average speed for the three miles?Solution: The arithmeti mean of (2+3+4)/3 = 3.0mph is inorret. This wouldimply it took 1 hour = 60 minutes to walk to shool. Breaking it down into theseparate omponents, it takes 30 minutes (1st) + 20 minutes (2nd) + 15 minutes (3rd)to walk (eah mile) or 65 minutes total. His atual speed was thus 3miles/1.083 houror 2.77mph.Another way to show our work would be:

3 miles

1/2 + 1/3 + 1/4
=

3

13/12
=

36

13
= 2.77mph.4.5 Quadrati MeanThe quadrati mean is another name for Root Mean Square or RMS.Root Mean Square (RMS) = √

∑

x2
i

nThe quadrati mean is typially used for data whose arithmeti mean is zero.Example: Let's explore US household alternating urrent (AC). Alternating ur-rent typially is a sine wave like given in Figure 4.1. Note the average value of zero.However, instead of ranging from −1 to 1, it typially ranges between ±162V. The
∗These an be found by taking: 4

√

32/2.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



30 STAT'S LESSON 4. WHAT DOES HE MEAN?
1

1/2

-1/2

-1

60 120 180

240 300

360

Figure 4.1: Sine Curve�like US Household Current/Voltage.quadrati mean gives a physial measure of the average distane from zero. Supposemeasurements of 120, −150, and 75 volts were obtained.Solution: The orresponding quadrati mean is √

(1202 + (−150)2 + 752)/3 or119 volts RMS.4.6 Trimmed MeanTrimmed mean usually refers to the arithmeti mean without the top 10% andbottom 10% of the ordered sores.Tehnially, this is the 10% trimmed mean. You ould also �nd the 20%trimmed mean by only forming the mean of the middle 60% of the data. Clearly thisremoves extreme sores on both the high and low end of the data. Sorting the data isalso learly indiated! Setion 3.6 has information about sort lists and deleting itemsfrom a list.4.7 Weighted MeanWeighted mean is the average of di�erently weighted sores. It is the sum of theweighted sores over the sum of the weights. It takes into aount some measure ofweight attahed to di�erent sores.Example: Semester grades are often omputed as 40% (2
5
) of the 1st 9-week grade,40% (2

5
) of the 2nd 9-weeks grade, and 20% (1

5
) for the semester exam. For spei�s,assume Martha earned 84% for the �rst 9-weeks, 89% for the seond 9-weeks, butonly 60% on the semester exam.Solution: In suh a ase, the semester grade ould be omputed as:

2 · 84% + 2 · 89% + 60%

5
= 81.2%©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



4.8. COMBINATION MEAN 31Grade Point Averages is another typial example of a weighted mean, beauseollege lasses usually (and high shool lasses sometimes) ome in a variety of redithours. The formula for the weighted mean is given below.Weighted mean = ∑

wi · xi
∑

wi4.8 Combination MeanConsider if you had $10,000 earning 6%, $20,000 earning 12%, and $25,000 earning18% annual interest. Clearly some ombination of weighted geometri mean wouldbe needed to ompute a proper average value!† A similar example would involvespeeds (2 mph, 3 mph, 4 mph) when applied to di�erent distanes, suh as 4, 3, and2 miles. The orret mean value would involve some weighted harmoni mean.‡ Suhproblems go beyond what students are expeted to master here, but may appear onontests or standardized tests.4.9 Means from a Frequeny TableFrequeny mean is the same as obtaining the arithmeti mean from a frequenytable. For memory purposes, it is like the weighted mean formula.An ativity (Setion 5.7) for �nding the mean from a frequeny table is inludedwith Statistis Lesson 5.4.10 Ativity: Exponents for Geometri MeanIn order to do some problems in today's assignment, an expanded de�nition ofexponents needs to be developed. Reall from Numbers Lesson 5 the de�nition andrules for exponentiation as follows.
x1 = x x2 = x · x x3 = x · x · x x4 = x · x · x · x x5 = x · x · x · x · xand x−1 = 1/x x−2 = 1/x2 x−3 = 1/x3 x−4 = 1/x4We an extend this to de�ne what x raised to a frational exponent means byusing the fat that when powers with ommon bases are multiplied, the exponentsare added. Square roots were introdued in Numbers Lesson 11.

x1/2x1/2 = x(1/2+1/2) = x1 = x

†It is often easiest to ompute the total earnings and divide by the original priniple:
10000×0.06+20000×0.12+25000×0.18

10000+20000+25000
= 0.1364 or 13.6%.

‡ 4+3+2

2+1+ 1

2

miles/hours or 9

3.5
= 2.57mph.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



32 STAT'S LESSON 4. WHAT DOES HE MEAN?
x1/3x1/3x1/3 = x(1/3+1/3+1/3) = x1 = x

x1/4x1/4x1/4x1/4 = x(1/4+1/4+1/4+1/4) = x1 = xIn other words: x1/2 =
√

x x1/3 = 3
√

x x1/4 = 4
√

x and
41/2 = 2 81/3 = 2 7291/6 = (7291/3)1/2 = 91/2 = 3.We an de�ne a real number x raised to rational roots suh as a/b (xa/b) to bethe bth root of x raised to the ath power b

√
xa. The extension of any real number toany real power goes even beyond Numbers Lesson 16 (we need the limit proess fromalulus).Suh roots an be alulated on the alulator three ways as follows.

• 729 ∧ 6−1 where the x−1 is used. This seems to be an exeption to the generalinability of the alulator to proess exponents orretly. That an be explainedby the fat that the x−1 is �bound rather tightly� to the 6. To be on the safeside however, parentheses should be used: 729 ∧ (6−1), as this ould hange!
• 729 ∧ (1/6)

• 6 MATH 5 brings up the symbol: x
√ whih you an follow with 729. This(6 x

√
729) then gives the 6th root of 729.

©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



4.11. HOMEWORK, MEANS 33Name Sore4.11 Homework, MeansUnless otherwise noted, eah problem is worth two points.1. (Six points) The population of 37 in the senior lass of 2014, 8th grade, AlgebraDiagnosti Test sores were strati�ed into groups of 6 taken from the data setin desending order. Using a die, one from eah strata was randomly seletedto obtain the following results presented in random order:
52, 127, 71, 103, 64, 87Find the sample size, sum of the data, mean, mode, median, and midrange.

2. Disuss the sampling tehnique used in the problem above.
3. Compare the average results obtained in the problems above with those providedfor the full population (or did you lose your summary sheet(s)?).
4. (Four points) The digits of e have been shown to be very random. Treatingeah of the �rst twenty deimal (i.e. omit the �2.�) digits as a separate dataelement, alulate the mean, mode, median, and midrange for this sample. (SeeNumbers Lesson 15 for e.)
5. What would you expet eah of these average values to be, if say a million orbillion digits of e were used?
6. Show how to alulate the average growth rate for a portfolio with the followingonseutive annual interest rates: 5%, 10%,−5%, 20%, 15%.
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34 STAT'S LESSON 4. WHAT DOES HE MEAN?7. Four students drive from Mihigan to Florida (2000 km) at 100.0 kph and returnat 80.0 kph. Show how to �nd the average round trip speed, using the harmonimean.8. For the problem just above, what is their average round trip veloity?9. Tom Foolery measures the voltage in a standard outlet as 120 volts, −160 volts,95 volts, and 10 volts at random intervals. Show how me an alulate the RMSvoltage.10. Calulate the GPA (weighted mean) for the following data: Biology, 5 redits,A− (use 3.667); Chemistry, 4 redits, B+ (use 3.333); College Algebra, 3 redits,A (use 4.000); and Health, 2 redits, C (use 2.000); Debate, 2 redits, B (use3.000). Show your work and express your results to three deimal plaes.11. Using the inauguration ages from the previous homework, alulate the 10%trimmed mean and 20% trimmed mean.12. A researher �nds the average teaher's salary for eah state from the web. Hethen sums them together, divides by 50 to obtain their arithmeti mean. Whyis this wrong and what should he have done?13. Examine lesson 13.3 in your Geometry textbook and do the following problem:13.3#1. Find the geometri mean of 2 and 50 to the nearest hundredth.14. Examine lesson 13.3 in your Geometry textbook and do the following problem:13.3#2. Find the geometri mean of 9 and 12 to the nearest hundredth.
©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



Stat's Lesson 5Measures of DispersionThe average [adult℄ human has one breast and one testile, but thosestandard deviations of one e�etively split the population!∗Smoking is one of the leading auses of statistis. Flether KnebelAnother important harateristi of a data set is how it is distributed, or how fareah element is from some measure of entral tendeny (average). There are severalways to measure the variability of the data. Although the most ommon and mostimportant is the standard deviation, whih provides an average distane foreah element from the mean, several others are also important, and are henedisussed here. Students should already have some familiarity with the words disperseand dispersion sine they are used to desribe how, for example, aorns spread out,not only under the in�uene of gravity, but also by squirrels, deer, et.5.1 The Father of Mathematial Modelling: Siméon-Denis PoissonPoisson (1781�1840) was a Frenh mathematiian and physiist. He entered theÉole Polytehnique in Paris in 1798 and within two years had written importantpapers whih led to his involvement with the leading mathematiians of his time.During his areer he made important advanes in mathematial physis in the �eldsof eletriity, elestrial mehanis, and waves. An important probability distribu-tion is named after him. Poisson frequently said: �Life is good for only two things,disovering mathematis and teahing mathematis.�The Poisson distribution applies to independent disrete events ourring in a�xed period with a known average rate. Although Poisson developed it while analyz-
∗The �rst part of the quote should be attributed to Des MHale. The last part and word adultshould be attributed to Calkins. 35



36 STAT'S LESSON 5. MEASURES OF DISPERSIONing the number of Prussian soldiers who died eah year from horse-kiks, it has broadappliations to suh situations as ustomer arrival times at a bank, typographialerrors on a page, and web server aesses. In various limiting ases the binomial dis-tribution an be approximated by the Poisson and the Poisson by the Gaussian. TheGaussian is introdued in the next lesson and other distributions studied sophomoreyear.5.2 RangeRange is the di�erene between the highest and lowest data element.Symbolially, range is omputed as xmax − xmin.† Although this is very similar tothe formula for midrange, please do not make the ommon mistake of reversing thetwo. This is not a reliable measure of dispersion, sine it only uses two values fromthe data set. Thus, extreme values an distort the range to be very large while mostof the elements may atually be very lose together. For example, the range for thedata set 1, 1, 2, 4, 7 introdued earlier would be 7 − 1 = 6.Reently it has ome to my attention that a few books de�ne statistial range thesame as its more mathematial usage. I've seen this both in grade shool and ollegetextbooks. Thus instead of being a single number it is the interval over whih thedata ours. Suh books would state the range as [xmin, xmax] or xmin to xmax. Thusfor the example above, the range would be from 1 to 7 or [1,7℄. Be sure you do notsay 1�7 sine this ould be interpretted as −6.5.3 Standard DeviationThe standard deviation is another way to alulate dispersion. This is themost ommon and useful measure beause it is the average distane of eah sorefrom the mean. The formula for sample standard deviation is as follows.Sample Standard Deviation: s =

√

∑

(xi − x̄)2

n − 1Notie the di�erene between the sample and population standard deviations. Thesample standard deviation uses n−1 in the denominator, hene is slightly larger thanthe population standard deviation whih use N (whih is often written as n).Population Standard Deviation: σ =

√

∑

(xi − µ)2

NIt is muh easier to remember and apply these formulae, if you understand what
†Some books add one to this result whih basially assumes the data are disrete or even integer.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5
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5.4. VARIANCE 37all the parts are for. We have already disussed the use of Roman vs. Greek lettersfor sample statistis vs. population parameters. This is why s is used for the samplestandard deviation and σ (sigma) is used for the population standard deviation.However, another sigma, the apital one (Σ) appears inside the formula. It serves toindiate that we are adding things up. What is added up are the deviations fromthe mean: xi − x̄. But the average deviation from the mean is atually zero�byde�nition of the mean! Oasionally the mean deviation, using average distane orusing the symbols for absolute value: |xi − x̄| is used. However, a better measure ofvariation omes from squaring eah deviation, summing those squares, then takingthe square root after dividing by one less than the number of data elements. Ifyou ompare this with the formula for quadrati mean (Setion 4.5) you will realizewe are doing the same thing, exept for what we are dividing by. That n − 1 anbe understood in terms of degrees of freedom�a term worth introduing herebut the topi goes beyond this introdution and will be overed in Probability andDistributions Lesson 14.Another formula for standard deviation is also ommonly enountered. It is asfollows.Shortut Formula for Standard Deviation: s =

√

n(
∑

x2
i ) − (

∑

xi)2

n(n − 1)This formula an be algebraially derived‡ from the former and has two primaryappliations. First, alulators and omputer programs often employ it beause lessintermediate results are neessary and it an be alulated in one pass through thedata set. That is, you don't have to alulate the mean �rst and then �nd the devi-ations. Seond, it is losely related to a formula whih may be used to alulate thestandard deviation for a frequeny table. For this ourse, we will rely on our graphingalulators and the appropriate ativity is disussed in today's ativity (Setion 5.7).5.4 VarianeVariane is losely assoiated with dispersion, but tehnially does measure dis-persion. Compare the two variane formulae with their orresponding standard de-viation formulae, and we see that variane is just the square of the standard devia-tion. Statistiians tend to onsider variane a primary measure and use it extensively(ANOVA, et.), whereas sientists are very happy to use standard deviation exlu-sively. For o�ial information on unertainty, please refer to the following NationalInstitute of Standards and Tehnology web page. Unertainty is another way to dis-uss variane and the Heisenberg's Unertainty Priniple (we annot simultaneously
‡Perhaps algebra doesn't teah manipulation of summation symbols, but it an be understoodat that level.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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38 STAT'S LESSON 5. MEASURES OF DISPERSIONknow both a partile's momentum and position more aurately than some smallmultiple of Plank's onstant: 6.626 × 10−34 J·s) is at the very root of quantum me-hanis.
s2 =

∑

(xi − x̄)2

n − 1
σ2 =

∑

(xi − µ)2

NOasionally, the abbreviations SD or Std. for standard deviation and Var forvariane will be seen.5.5 Range Rule of ThumbIt an take some time to start to understand how these measures of variation maybe useful. One of the reasons we provide mean and standard deviation informationregarding tests in this ourse is to help develop this understanding. Often your testsores will be adjusted via two di�erent methods. Consider the following senerios.First, if a straight �ve points are added to everyone's sore, the mean would inrease�ve points, say from 70.8 to 75.8 but have no a�et on the standard deviation.It remains, say, at 10.9. Seond, if eah test sore was multiplied by .89 and then 21points were added, not only does this move the mean from, say, 55.4 to 70.3, but italso redued the standard deviation from, say, 15.0 to 13.5. This an be useful if theoriginal test sores were very variable, and ould easily have resulted in more D's andF's than your e�orts justi�ed. You might onsider a third ommon way to adjust testsores, that of dropping the possible. Tehnially this doesn't hange either the meanor the standard deviation, but it does e�etively raise everyone's perentage. Thisdoesn't help the lower soring students nearly as muh as it helps the top students.A ommonly given rule of thumb§ is that the range of a data set is approxi-mately 4 standard deviations (4s). Thus the maximum data element will be about 2standard deviations above the mean and the minimum data element about 2 standarddeviations below the mean. We will explore this further in the next lesson (StatistisLesson 6).5.6 More Round-o� InformationThe standard deviation of a data set is often used in siene as a measure of thepreision to whih a experiment has been done. It an also indiate the reproduibilityof the result. Propagation of error will not be fully disussed here, exept to notethat intermediate values in your alulations should not be rounded. Atleast twie as many digits as will be used in the �nal answer should be retained,espeially when square roots, exponentials, or logarithms are involved.
§See Setion 3.4 for a dislaimer regarding the origins of this phrase.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



5.7. ACTIVITY: FREQUENCY MEANS/STANDARD DEVIATION 39It is rather meaningless to alulate the standard deviation for a data set of twoelements.Three is onsidered the smallest sample size where standard deviation is meaningful.It is not unommon for an experiment to involve millions of events and assoiateddata. If you examine the standard deviation formula above, you will note that itdepends inversely on the square root of n (1/√n). Thus with a million measurementswe ould expet to redue the standard deviation of our answer by perhaps a thousandfold. It is the goal of many experiments to obtain very preise values, so great are isexerised to redue systemati errors and also redue the a�et of random errors byinreasing the repetitions.Example: Consider a simple example of ounting pennies where the outomes99, 100 and 101 are obtained. Find the mean and standard deviation.Solution: We an easily alulate the mean as 100 and the standard deviation as1.0.Example: Consider further if this exerise were repeated 1000 times and 100was obtained 991 times, 99 5 times and 101 4 times. Again, alulate the mean andstandard deviation.Solution: The mean is now 99.999 and the standard deviation is now 0.095. Herethe additional preision is justi�ed and the mean and standard deviation are given tothe same 3 deimal plae preision. It would be a mistake to report these results toonly one more digit than the original data set, as in 100.0 and 0.1.DO NOT USE a rounded s to obtain s2.Variane is the primary statisti, s is a derived quantity.Standard deviation should be reported to at least two and perhaps three signi�antdigits. Ideally, the mean and standard deviation would have a onsistent number ofdeimal plaes. They thus may have a very di�erent number of signi�ant digits asillustrated in the penny ounting example above.5.7 Ativity: Frequeny Means/Standard Deviation

Figure 5.1: TI-84 Graphing Calulator Display of Frequeny Data.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



40 STAT'S LESSON 5. MEASURES OF DISPERSION
Please use your TI-84+ type alulator for the following ativities.Press the STAT key and ENTER to selet EDIT.In L1, enter in these test sores: 55, 60, 70, 75, 80, 90, and 95.In L2, enter in these test frequenies: 5, 15, 20, 25, 20, 12, and 3.These last values are how many tests there were for eah of these sores.

Figure 5.2: TI-84 Graphing Calulator Display of 1 Variable Statistis.Press the 2nd MODE (QUIT) or just go diretly to STAT arrow over toCALCand ENTER to selet 1-Var Stats. Now enter 2nd 1 (L1), a omma (,), and 2nd2 (L2) followed by ENTER. Your sreen should now appear as above.When doing a frequeny mean, the order of the lists is important. You need toplae the sore list �rst and then the frequeny list. Thus you had 1-Var Stats
L1, L2 on your sreen and not 1-Var Stats L2, L1. If you did it the wrong way, youan easily tell if there is an error by looking at the n value. The wrong way gave
n = 525 instead of the orret value of n = 100.Under the 1-Var Stats, the arithmeti mean, x̄ is listed. Be sure to alwaysround this to the proper signi�ane. Below that is also inluded the samplestandard deviation, denoted by a sx. Notie that both the sample and populationstandard deviation (σx) are given. Earlier in this lesson the di�erene between thetwo was disussed. Wath out arefully for whih one applies to a given data set.(Remember, standard deviation is a measure of the �average� distane eah sore isaway from the mean.)One last note is use of the VARS key followed with 5 (Statisitis), to get sx tomore easily square the standard deviation to obtain the variane. This will failitatethe avoidane of rounding and inrease the quality of the variane number obtained.
©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



5.8. HOMEWORK, DISPERSION 41Name Sore5.8 Homework, DispersionProblems 1�4 are worth 6 points eah, the rest two points eah.Find the range, sample standard deviation, and sample variane for thefollowing four data sets. Please use the statistis mode on your alulator for thesefour data sets.1. Fabriated data based on annual earnings of selet individuals related to produ-ing this homework assignment: $36,000, $360,000, $3,600,000, $36,000,000, and$360,000,000 (teaher, notebook assembler, Netsape R© programmer, Windows R©programmer, Bill Gates).2. Data set with mixed preision: 1, 1.1, 2.7, 3.14, 1.618.3. Data set with an even number of elements: 1, 2, 3, 4, 5, 6, 7, 8.4. Data set with lots of data (inauguration ages of U.S. presidents): 57, 61, 57, 57,58, 57, 61, 54, 68, 51, 49, 64, 50, 48, 65, 52, 56, 46, 54, 49, 51, 47, 55, 55, 54,42, 51, 56, 55, 51, 54, 51, 60, 62, 43, 55, 56, 61, 52, 69, 64, 46, 54, 47.5. Sort the presidential inauguration age data on your alulator. Count how manydata elements are within one standard deviation of the mean (i.e. between¶
54.66 − 6.26 = 48.40 and 54.66 + 6.26 = 60.92). Convert this to a perentage.6. Repeat the previous question with two standard deviations instead of one.

¶Sine this does not indiate stritly between and these are values rounded to three deimalplaes, we should probably inlude the endpoints, although this is worthy of debate.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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42 STAT'S LESSON 5. MEASURES OF DISPERSIONConsider again the sample data 1, 1, 2, 4, 7.7. Expliitly alulate the standard deviation using the �rst formula given in theleture.
8. Expliitly alulate the standard deviation using the shortut formula given inthe leture.
9. One of the rounding rules listed was that if you are going to take a square rootyou an only retain half as many signi�ant �gures as was in the radiand. Thishas signi�ane related to standard deviations. Find the square root of 5 andround the result to three signi�ant �gures. Now square this rounded root andalso the rounded root±0.01. Compare the three answers in terms of how a 4.5parts per thousand (ppk) hange (0.01/2.236) had an x ppk a�et on the result.Find x.
10. Bonus: Derive the shortut formula for the standard deviation from the �rstformula given.

©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



Stat's Lesson 6The Bell-shaped, Normal, GaussianDistributionThe death of one man is a tragedy.The death of millions is a statisti. Joe StalinI think there is a world market for about 5 omputers. Tom WatsonThis lesson introdues the gold-standard of distributions, the Gaussian Distri-bution. We give its other names, its de�ning formula, how it is normalized, non-standardized, and how muh area is under various parts, i.e. the empirial rule. Westrengthen the empirial rule with Chebyshev's Theorem. We onlude with setionson the meaning of normal and a short summary of the various types of distributionsto be studied in the future.6.1 The Father of Russian Mathematis: ChebyshevPafnuty Chebyshev (1821�1894) was the founding father of Russian mathematiswho worked aggressively with prime numbers and other number theory. His writingsovered a wide range of mathematis, inluding probability. We present below aprobability theorem named after him whih is appliable to any data set, not justnormally distributed ones.The spelling of Chebyshev's name, being transliterated from Russian, is highlyvariable, with Chevyhov and Tshebyshe� being among the many possibilities. Anunknown handiap aused Chebyshev to limp and walk with a stik. He thus playedfew hildren's games, devoting himself instead to building mahines. His sienti�ahievements were also reognized. 43



44 STAT'S LESSON 6. BELL-SH, NORMAL, GAUSSIAN DISTRIBUTION
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Figure 6.1: The Standard Normal Distribution (left) and Normally Distributed IQs(right).6.2 The Bell-shaped, Normal, Gaussian DistributionIt an be shown under very general assumptions that the distribution of indepen-dent random errors of observation takes on a normal distribution as the number ofobservations beomes large. Although others were involved, Gauss was one of the�rst to haraterize this distribution and hene it is often named after him. It isalso shaped like a bell, hene yet another name. The term used in the title aboveis rather redundant, but serves to emphasize that the three are idential. The nameerror urve, is also possible. You an graph this urve on your alulator as seenin Figure 6.2 by entering the following funtion: y = e−x2/2/
√

2π where e is thetransendental number 2.71828 · · · and π is the more familiar, but also transenden-tal number 3.14159 · · · The π in the formula only serves to normalize the total areaunder the urve. When we normalize something, we make it equal to some norm orstandard, usually one (1). The word normal has several other meanings, inludingperpendiular and the usual/status quo whih we disuss in Setion 6.5.The height of the urve represents the probability of the measurement at that givendistane away from the mean. The total area under the urve being one represents thefat that we are 100% ertain (probability = 1.00) the measurement is somewhere.Tehnially, this is the standard normal urve whih has µ = 0.0 and σ = 1.0.Other appliations of the normal urve do not have this restrition. For example,intelligene has often been ast, albeit ontroversially, as normally distributedwith µ = 100.0 and σ = 15.0. This is represented below. Our funtion has beenmodi�ed to y = 1
σ
√

2π
e−(x−µ)2/(2σ2).Other things whih may take on a normal or quasi-normal distribution inludebody temperature, shoe sizes, diameters of trees, et. It is also important to note thesymmetry of the normal urve. Some urves may be slightly distorted or trunatedbeyond ertain limits, but still primarily onform to a �heap� or �mound� shape (seebelow). This is often an important onsideration when analyzing data or samplestaken from some unknown population.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5
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6.3. THE EMPIRICAL RULE 45
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Figure 6.2: Data Within 1σ (left) and 2σ (right).6.3 The Empirial RuleFor a normally distributed data set, the empirial rule states that 68% of thedata elements are within one standard deviation of the mean, 95% are within twostandard deviations, and 99.7% are within three standard deviations. Graphially,this orresponds to the area under the urve as shown in Figure 6.3 for 1 and 2standard deviations. The empirial rule is often stated simply as 68-95-99.7. Notehow this ties in with the range rule of thumb, by stating that 95% of the data usuallyfalls within two standard deviations of the mean.The author usually laims an IQ of at least 145. We an see from the aboveinformation that this would put him at least three standard deviations above thepopulation mean (100 + 3 × 15 = 145). Hene, if we aept the hypothesis that IQsare normally distributed, at least 99.85% of the population would have a lower IQ andless than 0.15% a higher one. Please espeially note that if 99.7% of the populationis within three standard deviations of the mean, the remaining 0.3% is distributedwith half beyond three standard deviations below the mean and the other half beyondthree standard deviations above the mean. This is a result of the symmetry (due tothe fat that x is squared, it matters not if it is positive or negative) of the urve. Inpratial terms, in a population of 300,000,000; 299,550,000 would have an IQ lowerthan 145 and 450,000 would have an IQ higher. Beause of the small area of theseregions, they are often referred to as tails. Depending on the irumstanes, we maybe interested in one tail or two tails.Several soieties exist whih ater to individuals with high IQs. Some spei�examples would be MENSA, Triple Nine, Mega, et.Another important harateristi of this distribution is that it is of in�nite extent.In pratial terms, IQs below 0 (−6.67σ) or above 210 (7.33σ) (eiling sores suh asMarilyn Vos Savant's are di�ult to interpret) do not our. A reently popularizedmanufaturing goal has been termed Six Sigma. Interpretted as ±6σ, one would thinkthis would orresponds with about 2 defets per billion, but their web site implies itis 200 per million. A typially good ompany operates at less than plus or minus foursigma or 99.994% perfet. This orresponds loser to 63 defets per million. If yourIntrodution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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46 STAT'S LESSON 6. BELL-SH, NORMAL, GAUSSIAN DISTRIBUTIONfamily has ever purhased a �lemon�∗ you an appreiate suh striving for perfetion.(Another soure implies six sigma refers to ±3σ.)Other similar examples would be the large inrease in errors related to presriptiondrugs being dispensed or the ase of the Florida patient who had the wrong legamputated.6.4 Chebyshev's TheoremChebysshev's theorem states that the portion of any set of data within K standarddeviations of the mean is always at least 1− 1
K2 , where K may be any number greaterthan 1.For K = 2, we see that 1 − 1

22 = 1 − 1
4

= 3
4
, whih is 75% of the data must alwaysbe within two standard deviations of the mean.For K = 3, we see that 1 − 1

32 = 1 − 1
9

= 8
9
, whih is about 89% of the data mustalways be within three standard deviations of the mean.If we onsider the data set 50, 50, 50, and 100, we will disover that the samplestandard deviation (s) is 25, and the upper sore falls exatly at 2s above the rest.However, sine the mean is 62.5, it is well within 2s. Added 5 more sores of 50 we�nd the mean is now 55.6 and the standard deviation now 16.7. We see that twostandard deviations above the mean now extends to 88.9 and we have one data pointoutside that, but within three standard deviations.The general onept of being able to �nd the mean of a data set and determinehow muh of it is within a ertain distane (number of standard deviations) of themean is an important one whih we will ontinue in the next lesson.Note: here is an example of a data set with k = 2 and only 75% of the datawithin the prosribed limits.† Let the disrete random variable x have probabilities1/8, 6/8, 1/8 at the points x = −1, 0, 1 respetively. µ = 0 and σ2 = 1/4. If k = 2,then 1/k2 = 1/4 and we thus attain the bound given by Chebyshev's inequality.6.5 Meanings of NormalThe word normal is used extensively in math and siene and generally has avery ontext spei� meaning whih di�ers from what is �normally� enountered. Welist here several.

∗A olloquialism for bad ar, perhaps one built on a Monday.
†It omes to us from Hogg and Craig (1978, p. 70) in Introdution to Mathematial Statistis.(5th ed.) via the AP STAT list server on May 31, 2000.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



6.6. OTHER DISTRIBUTIONS 471. Normal in mathematis and physis often means perpendiular to. A normalvetor is perpendiular to a given line or plane. This is fat is the originalmeaning from the Latin word norma whih meant arpenter's square.2. Normal an refer to the fat that the area has been made equal to one (to nor-malize) so that area and probability are equivalent. This was likely the seondmeaning to develop for something built with a referene suh as a arpenter'ssquare.3. Normal in statistis generally refers to the gaussian distribution or the �normal�way we would expet errors to be distributed. De Moivre invented it but othersnamed it muh later. Pearson popularized the name.4. Normal in hemistry refers to the molarity or onentration of an aid orbase. Spei�ally, these are related by normality equals the molarity times thenumber of equivalents, where equivalents refers to number of solutes. For aidslike HCl and basis like NaOH the numerial values of normality and molarityare equal. However, H2SO4 has twie the normality for a given molarity. Thereare additional hemial meanings of normal related to hypothetial ompounds(dehydrated aids) and unbranhed hydroarbons.5. Of ourse, normal in everyday usage now tends to refer to the ordinary orusual, the status quo.6.6 Other DistributionsThere are many ways a data set may be distributed. The study of these ways willtake up a fair setion of our statistial studies next year. Of partiular importane arethe following: uniform distribution, binomial distribution, hypergeometri distribution,Poisson distribution, Lorentzian distribution, Student t-distribution, F distribution,and Chi-square distribution.
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48 STAT'S LESSON 6. BELL-SH, NORMAL, GAUSSIAN DISTRIBUTION6.7 Quiz over Statistis Lesson 5Use the sample data: 31, 32, 32, 34, 35, 43, 24, 13, 19, 23, 23,45, 13, 13, 54, 45, 12, 75, 23, 46, 54, 87, 12, 45, 78 to answer thefollowing questions.1. Make a stem and leaf diagram.2. Mean.3. Mode.4. Median.5. Midrange.6. Q1.7. Q3.8. Standard deviation.9. Variane.10. Range.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



6.8. HOMEWORK, NORMAL CURVE 49Name Sore6.8 Homework, Normal CurveEah problem is worth two points. (30 points possible with 3 more bonus points.)1. Find the mean and standard deviation for the data set given in Figure 6.3.Profession Annual Earnings frequenyMath Teaher 36,000 1,000,000notebook assembler 360,000 100,000Netsape R© programmer 3,600,000 100Windows R© programmer 36,000,000 10Bill Gates 360,000,000 1Figure 6.3: Fititious Salary Data Illustrating Use of Frequeny.2. Trim 10% of the data from both the top and bottom of the Figure 6.3 data setand repeat the problem above.3. Show how to apply the symmetry of IQ distribution and the empirial rule(68�95�99.7) to �nd the proportion of a population with an IQ between 85 and130.4. What does Chebyshev's Theorem say about the number of IQs between 85 and115?5. The Unabomber (Theodore Kazynski) has been often ited with an IQ of 167.Show how and alulute how many standard deviations above the mean thisorresponds to. Round your answer to two deimal plaes.6. Using the mean of 54.66 and the standard deviation of 6.26, list the inaugurationages for any president beyond two standard deviations from the mean.7. What perent of the inauguration data is within two standard deviations of themean?Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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50 STAT'S LESSON 6. BELL-SH, NORMAL, GAUSSIAN DISTRIBUTION8. Assume the inauguration data was presented in an earlier homework in hrono-logial order. Whih ordinal (�rst, seond, third, et.) presidents do the unusualsores above orrespond with?For one bonus point eah, please supply the names of the unusual presidents inthe previous problem.9. Add �ve years (L1 + 5 STO ◮ L2) to your presidential inauguration data andreompute the mean and standard deviation.‡ How did they eah hange?10. Inrease your original presidential inauguration data by 10% (L1×1.1 STO ◮ L2)and reompute the mean and standard deviation. How did they eah hange?11. Add 5 years then inrease your original presidential inauguration data by 10%((L1 + 5) × 1.1 STO ◮ L2) and reompute the mean and standard deviation.How did they eah hange?12. Inrease your original presidential inauguration data by 10% then add 5 years(L1 × 1.1 + 5 STO ◮ L2) and reompute the mean and standard deviation. Howdid they eah hange?13. Use your TI-84+ alulator to �nd more preisely the perentage of data ex-peted between −1.0000 and 1.0000 standard deviations from the mean. UseDISTR (2nd VARS) normaldf(−1.0000, 1.0000).14. Repeat the question above for −2.0000 and 2.0000 standard deviations.15. Repeat the question above for −3.0000 and 3.0000 standard deviations.
‡The STO or store key is loated just above the ON key on most TI-8x alulators. STO is notdisplayed when the key is depressed.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



Stat's Lesson 7Measurements of PositionSay you were standing with one foot in the oven and one foot in an iebuket. Aording to the perentage people, you should be perfetly om-fortable. Bobby BraganNormal distributions are very ommon, but they often have di�erent means anddi�erent standard deviations. A standard sore or z-sore is a way of relating soresfrom one normal distribution to another. Ordinary and unusual sores are disussed.Quartiles, deiles, and perentiles are introdued with an emphasis on outliers. Weonlude this lesson with the 5-number summary.7.1 Father of Statistial Genetis: Sir R. A. FisherFisher (1890�1962) was an English statistiian and genetiist who had a profoundin�uene on the way the �eld of statistis developed, espeially as it applies to biology.He is desribed as �a genius who almost single-handedly reated the foundation formodern statistial siene.� Fisher pioneered the design of experiment, analysis ofvariane, the tehnique of maximum likelihood, and began the �eld of non-parametristatistis. He developed ideas on sexual seletion, mimiry, and the evolution ofdominane. Several statistial tests and the F distribution are named after him.7.2 Standard or z-SoresSeveral times in Statistis Lesson 6, we alulated how far, in standard deviations,a data element was from the mean. This is a very widely used proedure and thismeasure has the name z-sore. It is also termed a standard sore. Sine many datasets have a heap-shaped, if not somewhat normal distribution, it is a very helpful wayto ompare data elements from di�erent populations�populations whih may verywell have di�ering means and standard deviations.51



52 STAT'S LESSON 7. MEASUREMENTS OF POSITIONA typial example might be ACT and SAT sores. ACT sores range from 1 to 36with a national mean of about 21.0 and standard deviation of about 4.7. (The foursetions eah range from 1 to 36 but are averaged.) SAT sores range from 200 to800 (for eah subtest) with a national mean of about 508 and standard deviation ofabout 111. Both ACTs and SATs appear to be approximately normally distributed.Math and Siene Center students often take both, perhaps several times and wouldrepresent a sample. This sample would have its own mean and standard deviation,but of ourse, these would be statistis, not parameters. (Spei�ally, our Math andSiene Center students average about 1050 (two setion total) when they take theSAT their eighth grade year and average over 1300 (two setion total) when theytake it their junior year. Our average ACT sore (junior) is about 29. Informationabout the three setion (math, English, and essay) is pending. Note that historiallythe Math and Siene Center uses SAT sores as 40% of our admission riterion.The math setion now ontains �higher math� (prealulus) and an alternative wasinvestigate. However, no hange was made. Also of note is the new proedure herein Mihigan to replae the high shool MEAP with the ACT starting with the lassof 2008.)The formulae used for z-sore appear in two virtually idential forms, reognizingthe fat that we may be dealing with sample statistis or population parameters.These formulae are as follows.
z =

x − x̄

s
z-sore formulae z =

x − µ

σThe following important attributes should be noted about z-sores.Negative z-sores indiate a data element's position below the mean.Positive z-sores indiate a data element's position above the mean.
z-sores should [almost℄ always be rounded to two deimal plaes.For the IQs of 0 and 210 referred to in Statistis Lesson 6, z-sores of −6.67and 7.33 should be obtained respetively, based on a population mean of 100 and astandard deviation of 15.The population does not have to be normally distributed to alulate z-sores,but that is one of its primary appliations.In summary, z-sores provide a useful measurement for omparing data elementsfrom di�erent [heap-shaped℄ data sets.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5
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7.3. ORDINARY OR UNUSUAL SCORES 537.3 Ordinary or Unusual SoresNow that we have de�ned z-sore, we an de�ne two more terms as follows.Data elements more than 2 standard deviations away from the mean are termedunusual.Data elements less than 2 standard deviations away from the mean are termedordinary.As you will reall, in a normally distributed population, 95% of the data will thenbe ordinary, so only 5% an be unusual. Chebyshev's Theorem guarantees at least75% of the data to be ordinary, so no more than 25% an be unusual.7.4 QuartilesYet another method of measuring how a data set is distributed is to extend theonept of median and use smaller and smaller divisions. The �rst division we willexamine is the quartile.Note �rst how the median divides a population into two halves: a top half and abottom half.The top half onsists of those data elements above the median, whereas the bottomhalf onsists of those data elements below the median. If we subdivide eah of thesehalves yet again, we have quartered the population and eah of these division pointsis a quartile. Although one might oasionally speak of the bottom quartile, topquartile, et., the term quartile tehnially refers to the three division points andnot to the four divisions of the data.
Q1 is the term used for the median of the bottom half.

Q3 is the term used for the median of the top half.
Q2 is another term used for the median.The preise de�nition spei�es that at least 25% of the data will be less than orequal to Q1 and at least 75% of the data will be less than or equal to Q3. For thisintrodution, we will follow the onventions for alulating Q1 and Q3 of the TI-84+graphing alulator, but note a similar term below under hinges.All these measures of position assume the data is quantitative and an be put innumeri order. Data are ranked when arranged in [numeri℄ order.Sine range is sensitive to outliers (de�ned below), sometimes the interquartileIntrodution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



54 STAT'S LESSON 7. MEASUREMENTS OF POSITIONrange is alulated. This range is the di�erene between the third and �rst quartiles:
Q3 − Q1. It is another measure of dispersion. Other ommon terms inlude: semi-interquartile range, (Q3−Q1)/2, another measure of dispersion, andmidquartileor (Q1 + Q3)/2, whih is a measure of entral tendeny (an average).7.5 Hinges; Mild and Extreme OutliersAnother ommon term is hinge. There is a left hinge and a right hinge. Theirde�nition is so lose to that of Q1 and Q3, respetively, that for this introdution, thatis what we will use. In fat, many books and software pakages do not di�erentiate,but sine some do, they are de�ned here. Those whih do di�erentiate, establish theonvention of repliating the median, thus inluding it in both halves when �ndingthe hinge. Thus, a di�erent value for hinge than for quartile might be found in a dataset with 10 elements as illustrated in an example below.The upper hinge is the median of the upper half of all sores, inluding the median.The lower hinge is the median of the lower half of all sores, inluding the median.Outliers are extreme values in a data set. Sometimes the term outlier is appliedto unusual values as de�ned above (Triola, 5th edition). More reently, outliers arede�ned in terms of the hinges or quartiles. Outliers are often di�erentiated as mildor extreme as de�ned below. The interquartile range or perhaps D = upper hinge -lower hinge is used. Generally, an outlier should be obvious and not borderline�rightnext to another element, but lying just outside some arbitrary line of demaration.Mild outlier are 1.5D to 3D beyond the orresponding hinge.Extreme outlier are beyond the orresponding hinge by more than 3D.Example: Find any outliers in the data set: 0, 2, 4, 5, 6, 3, 6, 1, 1, 50.Solution: Obviously, 50 is a muh larger number than any of the other elements.This outlier will ause the mean and variane to be muh higher. Spei�ally, without50, the mean is 3.1 and standard deviation 2.3, whereas with 50, the mean is 7.8 andstandard deviation 15.0. Note that the quartiles are 1 and 6, whereas the hinges are1.5 and 5.5 for the unmodi�ed data set. For any of these de�nitions, 50 is way awayfrom the other data and is an outlier. Outliers might be legitimate data values orerrors. This 50 might really have been 5.0 and was misoded (historially, punh ardinput was olumn sensitive) or poorly reorded in a lab book, with the deimal pointextremely light or missing. 50 may also represent extreme extra redit on a 5 pointquiz! It is not unusual to be tempted to omit suh data values. It is not onsidereda good pratie, but if suh are omitted, be sure to learly reord that fat. You willhave just rossed the line between objetive and subjetive siene. It doesn't take©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



7.6. DECILES 55many suh hanges to skew results to �t a preoneived notion!In bivariant data, a data point may be termed in�uential if it has an inordinanta�et on the slope or interept of a best �t (regression) line.7.6 DeilesAlthough not nearly as ommon as perentiles whih follow below, deiles areyet another fratile whih serve to partition data into approximately equal parts.Hene, just as there are three quartiles whih divide a population into four parts,so too are there nine deiles dividing the population into ten parts. The deiles aretermed D1 through D9.
D5 is another name for the median.7.7 PerentilesPerentiles are also like quartiles, but divide the data set into 100 equal parts. Eahgroup represents 1% of the data set. There are 99 perentiles termed P1 through P99.
P50 is yet another term for median.Other equivalents, suh as P25 = Q1, P75 = Q3, P10 = D1, et., should also beobvious. One again, the term perentile tehnially refers to the 99 division points,but is not unommonly used to refer to the 100 divisions.There is no suh thing as P100.For large data sets, one an alulate the loator L to help �nd a requestedperentile. It is omputed as follows.

L = (
k

100
)n Perentile Loator Formula

k is the perentile being sought and n, of ourse, is the number of elements in ourdata set. Usual onventions ditate that one L is obtained, it must be heked tosee if it is a whole number. If it is a whole number, the value of Pk is the mean of the
Lth data element and the next higher data element. If it is not a whole number, Lmust be rounded up to the next larger whole number. The value of Pk is then the
Lth data element, ounting from the lowest.There is an essential di�erene between rounding up and rounding o�. If we roundo� π we get 3. Whereas, if we round up π we get 4.One last measure of dispersion is the 10 − 90 perentile range whih is de�nedto be P90 − P10.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



56 STAT'S LESSON 7. MEASUREMENTS OF POSITION7.8 5-Number SummaryAnother useful summary for a data set is known as a 5-number summary. Wehave already seen the middle three members as the quartiles. The other two members,the minimum and maximum, were used earlier to alulate the range. These shouldbe presented in asending order. If the lower and upper hinges are de�ned di�erentlyfrom the quartiles, they should be used instead of Q1 and Q3 in a 5-number summary.As seen in the ativity in Setion 3.6, your TI-84+ graphing alulator easily providesyou with a 5-number summary.
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7.9. HOMEWORK, MEASURES OF POSITION 57Name Sore7.9 Homework, Measures of PositionEah problem is worth two points, unless otherwise noted. (There are 26regular points and 3 bonus points.)1. Graduating Math and Siene Center students have a mean ACT sore of 29.Calulate the z-sore for their mean relative to the national mean of 21.0 andstandard deviation of 4.7.2. Graduating Math and Siene Center students have a mean SAT sore (mathplus verbal) of 1320. Calulate the z-sore for their mean relative to the nationalmean of 1016 and standard deviation of 157. (Note: this standard deviationwas derived by quadratially ombining the standard deviations of the mathand verbal subtests�multiplying 111 by the square root of two.)3. Given the fat that 50% of a normally distributed data set is within 0.675standard deviations of the mean, estimate Q1, Q3, and the interquartile rangefor Center Senior ACT sores, given also a mean of 29 and standard deviationof 3.0. Would an ACT sore of 36 be unusual for a Center student?4. (Five points:) Calulate the 5-number summary (using your TI-84+ alula-tors) for the data set in Figure 7.1. See the ativity in Setion 5.7 on how toobtain this.Profession Annual Earnings frequenyMath Teaher 36,000 1,000,000notebook assembler 360,000 100,000Netsape R© programmer 3,600,000 100Windows R© programmer 36,000,000 10Bill Gates 360,000,000 1Figure 7.1: Fitiious Salary Data Illustrating Use of Frequeny.5. (Four points:) Calulate the z-sore for the largest value in the Figure 7.1data set. Is it an ordinary sore? Is it an outlier? Whih de�nition works best?Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



58 STAT'S LESSON 7. MEASUREMENTS OF POSITION6. Using the data set: {0, 2, 4, 5, 6, 3, 6, 1, 1, 50}, as given in the lesson, alulatethe left/lower and right/upper hinge.
7. Using the data set: {0, 2, 4, 5, 6, 3, 6, 1, 1, 50}, as given in the lesson, alulateits 5-number summary, using the quartiles.
8. (Three points:) Using the data set of the two previous problems, hek if 50is an outlier three di�erent ways as follows.(a) Using the hinges and D = upper hinge - lower hinge.(b) Using the interquartile range = Q3 − Q1 for D.() Using the older de�nition of being more than 2 standard deviations fromthe mean.Show all your work.
9. How low would the outlier have to be to be only 2.0 standard deviations abovethe mean, assuming all other numbers stayed the same?
10. Round up the number e to the appropriate integer.
11. (Three bonus points:) Using the �fty 1999 lass of 2003 Algebra DiagnostiTest sores: 140, 122, 119, 99, 92, 90, 90, 88, 85, 82, 82, 81, 80, 80, 77, 74, 74,73, 72, 71, 70, 70, 69, 69, 69, 68, 68, 68, 67, 66, 64, 64, 62, 60, 59, 59, 58, 58, 56,56, 56, 56, 55, 54, 53, 53, 50, 47, 35, 32, �nd P10, P90 and the 10�90 perentilerange. Show all your work.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



Stat's Lesson 8Summarizing and Presenting DataThen there is the man who drowned rossinga stream with an average depth of six inhes. W. I. E. GatesThere are a wide variety of ways to summarize and present data. Most of theommon methods will be summarized here, along with the usual onventions andterms for eah.8.1 The Father of Exp. Data Analysis: John TukeyTukey (1915�2000) was an Amerian statistiian. Tukey's undergraduate andmasters training was in hemistry at Brown, but he did his Ph.D. in mathematisat Prineton. He divided his time between Prineton University and AT&T BellLabs. He was awarded the IEEE Metal of Honor �for his ontribution to the spetralanalysis of random proesses and the fast Fourier transform (FFT) algorithm� (whihis now used extensively).Tukey's 1977 book Exploratory Data Analysis introdued the box plot. He alsopopularized stem-and-leaf diagrams. Tukey is redited with inventing the omputerterm bit and perhaps misredited with inventing the term software. A statistial test,distribution, method, and lemma all bear his name.8.2 Frequeny TablesA frequeny table lists in one olumn the data ategories or lasses and in anotherolumn the orresponding frequenies.A ommon way to summarize or present data is with a standard frequeny tableas seen in the salary data Figures 6.3 and 7.1. Frequeny refers to the number oftimes eah ategory ours in the original data. Another example ontaining urrentCenter student distribution is given in Figure 8.1.59



60 STAT'S LESSON 8. SUMMARIZING AND PRESENTING DATAGrade Frequeny9 (freshmen) 3010 (sophomores) 3011 (juniors) 2412 (seniors) 26Figure 8.1: Frequeny Table of Center Students by Grade Level.Test Sore Frequeny0 � 19 220 � 39 1140 � 59 960 � 79 1180 � 99 8100 � 119 7120 � 139 2Figure 8.2: Frequeny Table of 1998 Algebra Diagnosti Test Sores.Often, the ategory olumn will have ontinuous data and hene be presentedvia a range of values. In suh a ase, terms used to identify the lass limits, lassboundaries, lass widths, and lass marks must be well understood. For the followingexamples, use the data given in Figure 8.2.Class limits are the largest or smallest numbers whih an atually belong to eahlass.For this example, the lass limits are as displayed above in the left table olumn.For the largest lass they are 120 and 139.Eah lass has a lower lass limit and an upper lass limit.Class boundaries are the numbers whih separate lasses. They are equally spaedhalfway between neighboring lass limits.For this example, the boundaries would be −0.5, 19.5, 39.5, 59.5, 79.5, 99.5, 119.5,and 139.5. Note that 19.49999 · · · is another name for and idential with 19.50000 · · ·.Class marks are the midpoints of the lasses.For this example, the lass marks are 9.5, 29.5, 49.5, .... It may be neessary toutilize lass marks to �nd the mean and standard deviation, et. of data summarized©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



8.3. HISTOGRAMS 61in a frequeny table.Class width is the di�erene between two lass boundaries (or orresponding lasslimits).For this example, the lass width is 20.0.Following are guidelines for onstruting frequeny tables.
• The lasses must be �mutually exlusive��no element an belong to more thanone lass.
• Even if the frequeny is zero, inlude eah and every lass.
• Make all lasses the same width. (However, open ended lasses may be in-evitable.)
• Target between 5 and 20 lasses, depending on the range and number of datapoints.
• Keep the limits as simple and as onvenient as possible (multiple of width?).If your limits are not immediately obvious based on the data, try to �nd anappropriate width by rounding up the range divided by the number of lasses. Yourlower limit should be either the lowest sore, or a onvenient value slightly less. Avoidirrelevant deimal plaes. Large data sets justify having more lasses. One publishedguide is: number of lasses = 1 + log2 n. This gives you 5 lasses for small data setsof 12 to 22 elements and 10 lasses for larger data sets of 362 to 724 elements. Theseven lasses used above for 50 elements is right on target. It is not unommonto omit empty lasses�be alert for suh guideline violations! Omitted lasses donot hange the lass width, but an be a real soure of onfusion!Relative freqeny tables ontain the relative frequeny instead of absolute fre-queny.Relative frequenies an be expressed either as perentages or their deimalfration equivalents.Cumulative frequeny tables ontain frequenies whih are umulative for sub-sequent lasses.In a umulative frequeny table, the words less than usually also appear in theleft olumn.8.3 HistogramsThe term histogram omes from the Greek words meaning web and write. Assuh it is a way to untangle data. Another name for a histogram is a bar graph orIntrodution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



62 STAT'S LESSON 8. SUMMARIZING AND PRESENTING DATA

Figure 8.3: TI-84 Bar Chart and Settings.bar hart, although some texts di�erentiate between the two. In a histogram thevertial axis has the frequeny, while the horizontal axis has the intervals. No gaps areallowed between the bars. The distribution of the data: normal, skewed left, skewedright, should be fairly obvious from a bar graph. Histograms are quite ommonlyused to visually display frequeny and relative frequeny harts. Again, some textsindiate that a bar graph is used for atagorial data and allows gaps between thebars. Illustrated in Figure 8.3 are a bar graph and the aompanying TI-84+ settingsfor the US presidential inauguration data.A relative frequeny histogram has the same shape and horizontal sale as ahistogram, but the vertial sale is now the relative frequeny.A Pareto hart is a bar graph for qualitative data.The bars in a pareto hart should be arranged in desending order of frequeny,from left to right.Frequeny polygons are similar to histograms, but use line segments to onnetthe points.When onstrution a frequeny polygon, the lass marks should be used on thehorizontal sale. The graph should also be extended to the left and right so that itbegins and ends with a frequeny of 0.Cumulative frequeny polygons, also known as ogives, are also ommonly en-ountered.The line in an ogive (pronoued �	oh-j	ive�) will always have nonnegative slope.8.4 Pie Charts, Pitographs, et.Pie harts (irle graphs) are a ommon way to understandably display therelative proportions of the various data elements. This is most ommonly used onunranked or qualitative data. If this is done by hand, you should use a protratorto aurately measure your angles. Remember that there are 360◦ in a full irle.Use proportions to onvert relative frequenies (x) to angle in degrees: x%/100% =©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



8.5. EXPLORATORY DATA ANALYSIS 634 2366778995 01111122444445555666777786 0111244589Figure 8.4: Stem and Leaf Diagram for Presidential Inaugural Data.
degrees/360◦.A pitograph depits data by using pitures of an objet, suh as oins, moneybags, airplanes, et. Those whih use multiple objets the same size are ok. Thosewhih use similar objets, saled linearly to represent data, an easily distort things.There may be many other variations, but those listed above are most ommon.8.5 Exploratory Data AnalysisA reent trend in statistis has been the use of exploratory data analysis. It isa fundamentally di�erent approah. Historially, statistis were used to on�rm �nalonlusions about data. Some very important assumptions were made, alulationswere omplex, and graphs often unneessary. The modern emphasis has been moreon exploring data, trying to simplify the way the data are desribed, and gain deeperinsights into its nature. Few assumptions are made, the alulations are simple, asare the graphs. The following plot types are modern in their approah.8.6 Stem-and-Leaf DiagramsA stem-and-leaf diagram has the advantage of retaining the data in its originalform, but providing a visual representation. Illustrated in Figure 8.4 is the US Presi-dential Inauguration data. In this ase, the stem, the tens portion of the president'sage, is given on the left, and the leaf, the units portion of the president's age, is givenon the right. Some texts advoate inluded a key whih explains this onept. If thepurpose is to present the data, that might be well and good. However, this tends torun ounter to the original purpose of stem-and-leaf diagrams, to explore the data,so inluding a key will not be enouraged here.The following rules should be observed when onstruting stem-and-leaf diagrams.

• The leaves on the right should generally be in inreasing (or dereasing) order,left to right. Some term it then an ordered stem-and-leaf diagram.
• No ommas should appear on the right.
• If the stem/leaf break ours at a deimal point, put the deimal point to theleft with the stem.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



64 STAT'S LESSON 8. SUMMARIZING AND PRESENTING DATA4 234 66778995 01111122444445 5555666777786 01112446 589Figure 8.5: Stem & Leaf Diagram for Presidential Inaugural Data�Split Stems.
Figure 8.6: TI-84 Box-plot and Settings.

• If the leaf is double or triple digit, et., leave a [half℄ spae between eah entry.
• There should be at least �ve but no more than twenty rows.
• If a range is used for the stem, an asterisk (*) may be used to separate theorresponding leaves.Reformatting the stem and leaf diagram as in Figure 8.5 with more rows (alledby some books splitting the stem) emphasizes even more its normally distributednature. Notie how the stem-and-leaf diagram is also somewhat like a histogram, butturned on its side. Normally, data are rounded before being put into suh a diagram,but ages, for whatever reason, usually get trunated!8.7 BoxplotsA boxplot or box and whiskers plot is a visual representation of the 5-numbersummary. The diagram is a quik way to spot skewed data. Illustrated in Figure 8.6is a boxplot from the TI-84+ graphing alulator, along with the window and othersettings for the US Presidential Inauguration data.Please note that you an press TRACE and obtain the 5-number summary of:42, 51, 55, 58, 69. The whiskers extend from either 1.5 inner quartile range above andbelow the quartiles or from the minimum to maximum values. The former is termedamodi�ed box plot and will have outliers individually plotted via a symbol of yourhoie. They also an be traed. You may want to try the data given in StatistisLesson 7 illustrating outliers.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



8.8. HOMEWORK, PRESENTING DATA 65Name Sore8.8 Homework, Presenting DataEah problem is worth 3 points.1. Create a pie hart for the Center student distribution data given in the �rsttable of this lesson.
2. Create a relative frequeny table for the 1998 Algebra Diagnosti Test Soredata given in the seond table of this lesson.
3. Create an ogive for the 1998 Algebra Diagnosti Test Sore data given in theseond table of this lesson.
4. Create a frequeny table for the �rst 48 deimal digits of π.
5. Create a frequeny table for the �rst 48 deimal digits of 22

7
.
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66 STAT'S LESSON 8. SUMMARIZING AND PRESENTING DATA6. Create a stem-and-leaf diagram for the following data set:{0, 2, 4, 5, 6, 3, 6, 1, 1, 50}.
7. Using the lass marks, �nd the mean and standard deviation of the 1998 Al-gebra Diagnosti Test Sore Data ontained in the seond table of this lesson.(Consider it a sample.)
8. List the lass boundaries for the seond stem and leaf diagram in this lesson(presidential inauguration data with split stems).
9. List the lass limits for the highest lass in the seond stem and leaf diagram(Figure 8.5) in this lesson (Presidential Inauguration Data With Split Stems).
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Stat's Lesson 9The Student t DistributionStatistis are like bikinis. What they revealis suggestive, but what they oneal is vital. Aaron LevensteinOne desriptive statistis, ombinatoris, and distributions are well understood,we an move on to the vast area of inferential statistis. Sometimes, however, suhstatistial tests are used without all this bakground and that is what this lesson isabout.9.1 The Father of the t Distribution: William GossetWilliam Gosset (1876�1937) was a Guinness Brewery hemist who needed a dis-tribution that ould be used with small samples. Sine the Irish brewery did notallow publiation of researh results, he published in 1908 under the pseudonym ofStudent. This restrition ame about when some trade serets were published in aresearh paper. Thus the Student t-distribution is named after Gosset, although theform used today is atually a modi�ation due to Fisher. Gosset's appliation ofstatistis to rop development (barley) led not only to improved yields, but robustrops, rops whih were hearty against a wide variety of fators. His ontributions tothe growing �eld of design of experiment are worth noting.Gosset was the �rst to desribe the distribution of s2. It is related to the χ2 bythe simple fator (n − 1)/σ2. He wasn't able to prove mathematially how it wasrelated to the χ2 distribution disussed in the next lesson, but he demonstrated it bydividing a prison population of 3000 into 750 random samples of size four and usedtheir heights.Gosset has been desribed as a modest man, in ontrast with both Pearson andFisher who had massive egos. He was a friend to both, a major aomplishment sinethey both had a loathing for eah other. Gosset one ut short an admirer by saying�Fisher would have disovered it anyway.� Fisher, however, onsidered Gosset's worka �logial revolution.� 67
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68 STAT'S LESSON 9. THE STUDENT T DISTRIBUTION9.2 Hypothesis TestingThe basi onept of inferential statistis is alled hypothesis testing or some-times the test of a statistial hypothesis. Here we have two on�iting theoriesabout the value of a population parameter. It is very important that the hypothe-ses be on�iting (ontraditory), if one is true, the other must be false and vieversa. Another way to say this is that they are mutually exlusive and exhaus-tive, that is, no overlap and no other values are possible. Simple hypotheses onlytest against one value of the population parameter (p = 1
2
, for instane), whereasomposite hypotheses test a range of values (p > 1

2
).Our two hypotheses have speial names: the null hypothesis represented by

H0 and the alternative hypothesis by Ha. Historially, the null (invalid, void,amounting to nothing) hypothesis was what the researher hoped to rejet. In theory,it is now ommon pratie not to assoiate any speial meaning to whih hypothesis iswhih. (In pratie, this may be di�erent, so hek early with your researh advisor.The researh hypothesis beomes the alternate hypothesis and the null hypothesisor �straw man� to be knoked down is so determined.) Although simple hypotheseswould be easiest to test, it is muh more ommon to have one of eah type or perhapsfor both to be omposite. If the values spei�ed by Ha are all on one side of the valuespei�ed by H0, then we have a one-sided test (one-tailed), whereas if the Ha valueslie on both sides of H0, then we have a two-sided test (two-tailed). A one-tailedtest is sometimes alled a diretional test and a two-tailed test is sometimes alleda nondiretional test.The outome of our test regarding the population parameter will be that we eitherrejet the null hypothesis or fail to rejet the null hypothesis. It is onsidered poorform to �aept� the null hypothesis. Not guilty (not beyond reasonable doubt) isnot the same as innoent! However, when we rejet the null hypothesis we have onlyshown that it is highly unlikely to be true�we have not proven it in the mathematialsense. The researh hypothesis is supported by rejeting the null hypothesis. Thenull hypothesis loates the sampling distribution, sine it is (usually) the simplehypothesis, testing against one spei� value of the population parameter.Establishing the null and alternative hypotheses is sometimes onsidered the �rststep in hypothesis testing.9.3 Type I and Type II ErrorsTwo types of errors an our and there are three naming shemes for them. Theseerrors annot both our at one. Perhaps Figure 9.1 will make it learer.The term false positive for type II errors omes from perhaps a blood test wherethe test results ame bak positive, but it is not the ase (false) that the person has©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



9.3. TYPE I AND TYPE II ERRORS 69
Truth→ H0 True Ha TrueRejet ↓ Ha False H0 FalseRejet Ha Not an error. False positive, Type II,

β = P (Rejet Ha|Ha true)Rejet H0 False negative, Type I,
α = P (Rejet H0|H0 true) Not an error.Figure 9.1: False Negatives and False Positives and Other Names.whatever was being tested for. The term false negative for type I errors then wouldmean that the person does indeed have whatever was being tested for, but the testdidn't �nd it. When testing for pregnany, AIDS, or other medial onditions, bothtypes of errors an be a very serious matter. Formally, α = P (Aept Ha|H0 true),meaning the probability that we �aepted� Ha when in fat H0 was true. Alpha(α) is the term used to express the level of signi�ane we will aept. For 95%on�dene, α = 0.05. For 99% on�dene, α = 0.01. These two alpha values are theones most frequently used. If our P-value, the high unlikeliness of H0 being true,is less than alpha, we an rejet the null hypothesis. Alpha and beta usually annotboth be minimized�there is a trade-o� between the two. Ideally, of ourse, we wouldminimize both. Historially, a �xed level of signi�ane was seleted (α = 0.05 forthe soial sienes and α = 0.01 or α = 0.001 for the natural sienes, for instane).This was due to the fat that the null hypothesis was onsidered the �urrent theory�and the size of Type I errors was muh more important than that of Type IIerrors. Now both are usually onsidered together when determining an adequatelysized sample. Instead of testing against a �xed level of alpha, now the P-value isoften reported. Obviously, the smaller the P-value, the stronger the evidene (highersigni�ane, smaller alpha) provided by the data is against H0.Establishing threshold error levels is often onsidered step two in hypothesis testing.Example: On July 14, 2005 the AU EDRM611 lass took 10 samples of 20pennies set on edge and the table banged. The resultant mean of heads was 14.5with a standard deviation of 2.12. Sine this is a small sample, and the populationvariane is unknown, the Student t test was seleted. We alulated a t value asdesribed below and obtained t = 6.71 =

14.5 − 10

2.12/
√

10
. From the Student t distributionwe an �nd a P -value of either 8.73×10−5 or 4.36×10−5 depending on whether we doa one-tailed or two-tailed test. In either ase our results are ertainly statistiallysigni�ant at the 0.0001 level.The P -value of a test is the probability that the test statisti would take a valueas extreme or more extreme than that atually observed, assuming H0 is true.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



70 STAT'S LESSON 9. THE STUDENT T DISTRIBUTION9.4 Computing a Test StatistiOne the hypotheses have been stated, and the riterion for rejeting the nullhypothesis establish, we ompute the test statisti. The test statisti for testing anull hypothesis regarding the population mean is a z-sore, if the population varianeis known (so why are we sampling?). Sine this is rarely the ase and samples aretypially small, we often use a t-sore, whih is omputing similarly, as shown above.When testing other sample statistis (proportion, variane, et., other test statistiswill be used whih have their own underlying distributions. However, the same basiproedure always applies.Computing the test stastisti is onsidered by some step three in hypothesis testing.9.5 Making a deision about H0The last step in statistial testing is deiding whether we rejet or fail to rejet thenull hypothesis.Although it is ommon to state that we have a small hane that the observedtest statisti will our by hane if the null hypothesis is true, it is tehnially moreorret to realize that the statement should refer to a test statisti this extreme ormore extreme sine the area under any point on the probability urve is zero. Itan also be said that the di�erene between the observed and expeted test statistiis too great to be attributed to hane sampling �utuations. That is, 19 out of 20times it is too great�there is that 1 in 20 hane that our random sample betrayedus (given α = 0.05). Again, should we fail to rejet the null hypothesis we have to beareful to make the orret statement, suh as: the probability that a test statisti ofblah would appear by hane, if the population parameter were blah, is greater than0.05. Stated this way the level of signi�ane used is lear and we have not ommittedanother ommon error (like stating that with 95% probability, H0 is true). It is veryimportant for the sample to have been randomly seleted, otherwise bias results makesuh onlusions vauous.9.6 The Student t DistributionIt is often the ase that one wants to alulate the size of sample needed toobtain a ertain level of on�dene in survey results. Unfortunately, this alulationrequires prior knowledge of the population standard deviation (σ). Realistially, σ, isunknown. Often a preliminary sample will be onduted so that a reasonable estimateof this ritial population parameter an be made. If suh a preliminary sample is notmade, but on�dene intervals for the population mean are to be onstruting using©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



9.6. THE STUDENT T DISTRIBUTION 71
   2 df    t=4.303
   4 df    t=2.776
 29 df    t=2.045
normal  z=1.960
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Figure 9.2: Graphs of the Student-t Distribution for various degrees of freedom (df)with the assoiated rital z/t values labelled for a 95% on�dene interval.an unknown σ, then the distribution known as the Student t distribution an beused.Testing a hypothesis at the α = 0.05 level or establishing a 95% on�dene intervalare again essentially the same thing. In both ases the ritial values and the regionof rejetion are the same. However, we will more formally develop the on�deneintervals elsewhere.Gosset worked with small not large samples so ould not use the normal distri-bution for his work. What Gosset showed was that small samples taken from anessentially normal population have a distribution haraterized by the sample size.The population does not have to be exatly normal, only unimodal and basiallysymmetri. This is often haraterized as heap-shaped or mound shaped.Following are the important properties of the Student t distribution.1. The Student t distribution is di�erent for di�erent sample sizes.2. The Student t distribution is generally bell-shaped, but with smaller samplesizes shows inreased variability (�atter). In other words, the distribution isless peaked than a normal distribution and with thiker tails (platykurti). Asthe sample size inreases, the distribution approahes a normal distribution.For n > 30, the di�erenes are negligible.3. The mean is zero (muh like the standard normal distribution).4. The distribution is symmetrial about the mean.5. The variane is greater than one, but approahes one from above as the samplesize inreases (σ2 = 1 for the standard normal distribution).6. It takes into aount the fat that the population standard deviation is unknown.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins
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72 STAT'S LESSON 9. THE STUDENT T DISTRIBUTION7. The population is essentially normal (at least unimodal and basially symmet-ri)To use the Student t distribution, whih is often referred to just as the t distri-bution, one alulates a t-sore. This is muh like �nding the z-sore. The formulais:
t =

x̄ − µ

s/
√

n
or t =

x̄ − x̄e

s/
√

nAtually, sine the population mean is also likely unknown, the expeted samplemean must be used. The ritial t-sore an be looked up based on the level ofon�dene desired and the degrees of freedom.9.7 Degrees of Freedom, Con�dene IntervalsDegrees of freedom is a fairly tehnial term whih permeates all of inferentialstatistis. It is usually abbreviated df. In this ase, it is the very ommon value
n − 1.In general, the degrees of freedom is the number of values that an vary afterertain restritions have been imposed on all values.Where does the term degrees of freedom ome from? Suppose, for example, thatyou have a phone bill from Ameriteh that says your household owes $100. Yourmother and father state that $70 of it is theirs and that your younger sibling owesonly $5. How muh does that leave you? Here, n = 3 (parents, sibling, you), but oneyou have the total (or mean) and two more piees of information, the last data elementis onstrained. The same is true with the degrees of freedom, you an arbitrarily useany n− 1 data points, but the last one will be determined for a given mean. Anotherexample is with 10 tests that averaged 55, if you assign nine people random grades,the last test sore is not random, but onstrained by the overall mean. Thus for 10tests and a mean, there are nine degrees of freedom.If the interval alls for a 90% on�dene level, then α = 0.10 and α/2 = 0.05 (fora two-tailed test). Tables of t values typially have a olumn for degrees of freedomand then olumns of t values orresponding with various tail areas. An abbreviatedtable is given below. For a omplete set of values onsult a larger table or yourTI-84+ graphing alulator. DISTR 5 gives tdf.∗ tdf expets three arguments:lower t value, upper t value, and degrees of freedom. Sine historially no inverse
t funtion was given on the alulator, some guessing may be involved. Note howtdf(9.9,9E99,2) indiates a t value of about 9.9 for a one tailed area of 0.005 withtwo degrees of freedom. Please loate the orresponding value of 9.925 in the table.

∗The TI-84 Silver Edition now have invT under DISTR and are not keystroke idential to theTI-83, TI-83+, and TI-84+.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



9.8. TABLE OF T VALUES 73
α for 1 tail → .005 .01 .025 .05 .10

α for 2 tails → .01 .02 .05 .10 .20Degrees ↓ of Freedom1 63.66 31.82 12.71 6.314 3.0782 9.925 6.965 4.303 2.920 1.8863 5.841 4.541 3.182 2.353 1.6384 4.604 3.747 2.776 2.131 1.5335 4.032 3.365 2.571 2.015 1.47610 3.169 2.764 2.228 1.812 1.37215 2.947 2.602 2.132 1.753 1.34120 2.845 2.528 2.086 1.725 1.32525 2.787 2.485 2.060 1.708 1.316
z 2.576 2.326 1.960 1.645 1.282Figure 9.3: Student-t Critial Values for Various Alphas and Degrees of Freedom.As with other on�dene intervals, we use the t-sore to obtain the margin oferror term whih is added and subtrated from the statisti of interest (in this ase,the sample mean) to obtain a on�dene interval for the parameter of interest (inthis ase, the population mean). In this ase the margin of error is de�ned (sine youdon't have population standard deviation you use the sample's) as:Margin of Error = tα/2 · (s ÷

√
n)Your on�dene interval in inequality notation should look like: x̄ − ME < µ <

x̄ + ME, or in interval notation as: (low value, high value).9.8 Table of t ValuesThe headings in Figure 9.3, suh as 0.005/0.01 indiate the left/right tail area(0.005) for a one tail test or the total tail area (left+right= 0.01) for a two tailedtest. In general, if an entry for the degrees of freedom you desire is not present inthe table, use an entry for the next smaller value of the degrees of freedom. Thisguarantees a onservative estimate.Although the t proedure is fairly robust, that is it does not hange very muhwhen the assumptions of the proedure are violated, you should always plot the datato hek for skewness and outliers before using it on small samples. Here small anbe interpretted as n < 15. If your sample is small and the data is learly nonnormalor outliers are present, do not use the t. If your sample is not small, but n < 40,and there are outliners or strong skewness, do not use the t. Sine the assumptionthat the samples are random is more important that the normality of the populationIntrodution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



74 STAT'S LESSON 9. THE STUDENT T DISTRIBUTIONdistribution, the t statisti an be safely used even when the sample indiates thepopulation is learly skewed, if n > 40.The two sample t tests will be disussed next year.Note: this lesson ontains a heavy dose of inferential statistis. Sometimes thisquantity of information is neessary for EXPO/ISEF projets. Some projets requiremore statistial testing than others. Testing will primarily be over the di�erent namesfor types of errors, four steps of hypothesis testing, t-distribution properties, andvoabulary.

©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5
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9.9. HOMEWORK, T DISTRIBUTION 75Name Sore9.9 Homework, t DistributionEah problem is worth three points.1. Identify the four steps of hypothesis testing.
2. Desribe Type I and Type II errors, giving alternate nameS as well.
3. Give alternate names for one- and two-tailed tests.
4. How are the level of signi�ane and on�dene interval related?
5. How are the ritial value(s) and the region of rejetion related?
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76 STAT'S LESSON 9. THE STUDENT T DISTRIBUTION6. Under what irumstanes must you use the Student t distribution instead ofthe normal distribution?
7. Desribe several harateristis of the Student t distribution.
8. What are degrees of freedom?
9. Find the 90th, 95th, and 99th perentile for the Student t distribution with 10degrees of freedom.
10. Suppose a large ollege dean wishes to hek for a dramati nondiretionalhange in GPA in reent years. The mean for the last �ve years has beenestablished as 2.95 and the mean for a random sample of 225 reent graduatesis 2.85 with a standard deviation of 0.55. Test H0: GPA=2.95 at the α = 0.01level. Be sure to show your steps and state your onlusions in a professionalmanner. How would this hange if the sample size was only 25?
©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



Stat's Lesson 10Chi Squared (χ2) Goodness of FitBaseball is ninety perent mentaland the other half is physial. Yogi BerraBaseball fans are junkies,and their heroin is the statisti. Robert S. WeiderThe test statistis used in onjuntion with the normal and Student t distribu-tions assume ertain parameters about the parent populations, spei�ally, normalityand variane homogeneity. Quite often in biologial siene researh suh restritiveassumptions annot be made and ertain nonparametri tests have been devel-oped whih help us analyze suh data. A ommon distribution enountered in suhnonparametri tests is the χ2 distribution.10.1 The Father of Math. Statistis: Karl PearsonKarl Pearson (1857�1936) established mathematial statistis as a disipline. Hestarted the �rst university statistis department in London in 1911. Although Pearsonwas born as Carl, this beame Karl when he enrolled at a German university in 1879.He used both spellings for �ve years before �nally adopting Karl. He eventuallybeame universally known as KP.Pearson worked losely with Franis Galton, a ousin to Charles Darwin. In fat,Pearson published a three volume biography on Galton. Galton worked on evolutionand eugenis and upon his death funded a hair of eugenis at the University ofLondon, whih Pearson held �rst. Eugenis at that time was muh like raism andon�its arose between soially aeptable solutions and the sienti� betterment ofthe rae�i.e. Hitler's �Final Solution.� Pearson's book The Grammar of Sienea�eted Einstein's work.Pearson's work in statistis was all-enompassing. We present in this lesson hisChi-squared. The Pearson produt moment orrelation oe�ient is named after thisPearson beause of his extensive work with orrelation and regression. However, it77



78 STAT'S LESSON 10. CHI SQUARED (χ2) GOODNESS OF FITis unusual to �nd its name given so ompletely. Pearson also worked on lassifyingdistributions. Pearson was o�ered but refused a knighthood, among other honors.10.2 Chi Squared Distributions and TestsThe χ2 distribution is a ontinuous distribution related to the normal distribution.Spei�ally it involves the sum of squares of normally distributed random variables.Chi is a Greek letter (χ) and is pronouned like the hard k sound in the Sottishwork Loh (and not like those grassy hia pets). The χ2 distribution is important inseveral ontexts, most ommonly involving variane.The χ2 family of distributions is haraterized by one parameter alled the degreesof freedom whih is often denoted by ν (the Greek letter nu) and used as a subsript:
χ2

ν . The lassial χ2 distribution was developed by Fisher and Pearson.1. The χ2 distribution is ontinuous.2. The χ2 distribution is unimodal.3. The χ2 distribution is always positive (> 0).4. The χ2 distribution mean = ν.5. The χ2 distribution variane = 2ν.6. For small ν (ν < 10), the distribution is highly skewed to the right (positive).7. As ν inreases the χ2 distribution beomes more symmetrial about ν (themean).8. We an thus approximate the χ2
ν when ν > 30 with the normal (see table below).Tables of ritial χ2 values are ommonly available (as below) or an be omputedby a statistial pakage or statistial alulator.A ommon appliation of the χ2 distribution is in the omparison of expetedwith observed frequenies. When there is but one nominal variable, this is oftentermed goodness of �t. In this ase we are testing whether or not the observedfrequenies are within statistial �utuations of the expeted frequenies. Althoughone typially heks for high χ2 values, the seond example below illustrates thepossible signi�ane of a low χ2 value.Example: On July 14, 2005 the AU EDRM611 lass olleted 10 trials of 20pennies eah where these 20 pennies were set on edge and the table banged. Thelass observed 145 heads. We an ompare the observed with expeted frequeniesand test for goodness of �t as shown in Figure 10.1. There is but one degree of freedomsine the number of tails is dependent on the number of heads (200 − 145 = 55).©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



10.3. A CHI SQUARED DISTRIBUTION TABLE 79
Side: Head TailObserved 145 55Expeted 100 100(Obs-Exp) 45 −45

(O − E)2 2025 2025
(O − E)2/E 20.25 20.25Figure 10.1: Chi-squared Goodness of Fit for 200 Penny Flips.upper tail: 0.99 0.975 0.95 0.90 0.10 0.05 0.025 0.01degrees of f.1 0.00016 0.001 0.0039 0.016 2.706 3.841 5.024 6.6352 0.020 0.051 0.103 0.211 4.605 5.991 7.378 9.2103 0.115 0.216 0.352 0.584 6.251 7.815 9.348 11.344 0.297 0.484 0.711 1.064 7.779 9.488 11.14 13.285 0.554 0.831 1.145 1.610 9.236 11.07 12.83 15.0910 2.558 3.247 3.940 4.865 15.99 18.31 20.48 23.2115 5.229 6.262 7.261 8.547 22.31 25.00 27.49 30.5820 8.260 9.591 10.85 12.44 28.41 31.41 34.17 37.5725 11.52 13.12 14.61 16.47 34.38 37.65 40.75 44.31

> 30 use z =
√

2χ2 −
√

2df − 1Figure 10.2: Table of Critial χ2 Values for various α's and Degrees of Freedom.Solution: We form the χ2 statisti by summing the (O−E)2/E and get 2025/100+ 2025/100 = 40.5. We an then ompare this χ2 with ritial χ2 values or �nd anassoiated P -value. The ritial χ2 value for df=1 and one-tailed, α = 0.05 is 3.841.Our results are far to the right of 3.841 so are VERY signi�ant (P -value= 1.6×10−10).A table of ritial χ2 values for selet values is given below.10.3 A Chi Squared Distribution TableWe also present in Figure 10.3 graphs of the χ2 Distribution for a few Degrees ofFreedom.Example: On July 12, 2005 the AU EDRM611 lass olleted 192 die rolls, eahperson present using a di�erent die and eah person doing 24 rolls. Were the resultswithin the expeted range?Solution: We form the χ2 statisti if Figure 10.4 by summing the (O − E)2/Eand get 208/32 = 6.5. We an then ompare this χ2 with a ritial χ2. Only if it isIntrodution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



80 STAT'S LESSON 10. CHI SQUARED (χ2) GOODNESS OF FIT
df=2   0.103,5.991
df=3   0.352,7.815
df=4   0.711,9.488
df=5   1.145,11.071

121086420
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Figure 10.3: Graphs of the χ2 Distribution for various Degrees of Freedom (df). Theritial values (90% on�dene interval) with 5% below or above are also indiated.The mode is df−2 or 0, whihever is larger. The mean is df.Pips: 1 2 3 4 5 6Observed 27 23 30 35 40 37Expeted 32 32 32 32 32 32(Obs−Exp) −5 −9 −2 3 8 5
(O − E)2 25 81 4 9 64 25

(O − E)2/E 0.78125 2.53125 0.125 0.28125 2.00 0.78125Figure 10.4: Chi2 Goodness of Fit for 192 Rolls of a Die.more extreme is it worth �nding a P -value. We have 6 − 1 = 5 degrees of freedom.The ritial χ2 values for df=5, two-tailed, and α = 0.05 are 1.145 and 11.07. Sineour χ2 is within this range, our results are within the range we an expet to ourby hane. Notie the lower χ2 ut o�. When people fabriate a random distributionthey are likely to make it too uniform and get too small of a χ2 whih an be hekedas above, but the χ2 would likely be less than 1.145. Working bakwards we see thesum of the (O − E)2 would have to be less than 36 so if one were 5 or less away andthe rest muh loser, we might wonder.As noted at the bottom of the table above, when the degrees of freedom are large,a z-sore an be formed and ompared against a standard normal distribution. Notealso that the mean of any χ2 is the degrees of freedom. This might be helpful torealize where the distribution is entered.The χ2 goodness of �t does not indiate what spei�ally is sign�ant. To �nd that©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



10.4. OTHER APPLICATIONS 81out one must alulate the standardized residuals. The standardized residual isthe signed square root of eah ategory's ontribution to the χ2 or R = (O−E)/
√

(E).When a standardized residual has a magnitude greater than 2.00, the orrespondingategory is onsidered a major ontributor to the signi�ane. (It might be just aseasy to see whih (O − E)2/E entries are larger than 4, but standardized residualsare typially provided by software pakages.)10.4 Other AppliationsThe χ2 goodness of �t test an be extended to more than one variable. It then isoften termed the χ2 test of homogeneity. Contingeny tables are formed, expetedfrequenies are derived from the marginal totals, the χ2 omputed, and heked. Thedegrees of freedom will be (R − 1)(C − 1), where R is the number of rows and C isthe number of olumns. The null hypothesis is that there is no statistial di�erenein distribution between variables one and two. Similar tests an be performed whenthe null hypothesis is stated somewhat di�erently (no relationship, form phi, test ORthe proportion in state one of variable one is the same as the proportion in state twoof variable one, form proportion di�erene, test).Suppose we have four grade levels of students (freshman, sophomore, junior, se-nior) indiating whih subjet (English, Math, Siene, Computers) is most in needof hange. We ollet the data in the 4 × 4 ontingeny Figure 10.5 below and haveinluded the expeted ounts in parentheses based on expeted frequeny =fr×fc

n
,where fr is the row frequeny, fc is the olumn frequeny, and n is the total fre-queny (sample size).Grade English Math Siene ComputersFreshman 35 (28.35) 8 (8.19) 10 (16.38) 10 (10.08) 63Sophomore 30 (29.70) 8 (8.58) 20 (17.16) 8 (10.56) 66Junior 15 (19.35) 5 (5.59) 15 (11.18) 8 (6.68) 43Senior 10 (12.60) 5 (3.64) 7 (7.28) 6 (4.48) 2890 26 52 32 200Figure 10.5: Frequenies for Students Indiating Subjet Most in Need of Change.Step 1. Our hypothesis is that there will be no di�erene between students invarious grade levels regarding their pereption of the subjet most of need of hange.We will use α = 0.05. Step 2. The degrees of freedom is (R−1)(C −1) = (4−1)(4−

1) = 9, giving us a ritial value for the test statisti of χ2
cv = 16.92. Step 3. We havealulated a χ2 = 9.29 from summing all the (O−E)2

E
. Step 4. Sine 9.29 does notIntrodution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



82 STAT'S LESSON 10. CHI SQUARED (χ2) GOODNESS OF FITexeed 16.92, our null hypothesis is not rejeted and we onlude that the studentsare homogeneous (or rather not inhomogeneous) in their pereptions.There are potential problems assoiated with small expeted frequenies in on-tingeny tables. Historially, when any ell of a 2 × 2 table was less than 5 a Yates'orretion of ontinuity was advised. However, it has been shown that this anresult in a loss of power (a tendeny not to rejet a false null hypothesis). Care shouldbe exerised and advise sought. Larger ontingeny tables an also be problematiwhen more than 20% of the ells have expeted frequenies less than 5 or if there areany ells with 0. One solution is to ombine adjaent rows or olumns, but only if itmakes sense.10.5 Don't Abuse Tests of Signi�aneIn losing we should note the importane of fousing on a small number of well-oneived hypotheses in researh rather than blindly alulating a bevy of χ2 statistisfor all variable pairs and ending up with 5% of your results being signi�ant at the0.05 level! You would even expet 1% of your results, due to pure random hane inyour sample seletion, to be signi�ant at the 0.01 level. Sine there are n(n − 1)/2possible pairings for n variables, one would have 4950 pairs for 100 variables of whihalmost 250 ould look signi�ant at the 0.05 level. Beware!Again, this lesson was not part of my original design and ontains a heavierdose of statistis than planned. However, this test has often been deemed usefulfor EXPO/ISEF projets and inlusion here seemed inevitable. Calulation of a Chi-squared statisti is likely on the test.10.6 Conlusion/ErrataThis onludes our introdution to statistis. We will ontinue next year withombinatoris, a survey of distributions, and more inferential statistis. Please ol-let your letures and homework for stapling. An ativity in that regard will bedistributed. A list of loose ends follows.
• Formatting issues: test soring boxes; homework 4 (yearly hanges).
• Referenes to the Numbers Lessons need to be oded with ref not href viadefs.
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10.7. HOMEWORK, HYPOTHESIS TESTING (χ2) 83Name Sore10.7 Homework, Hypothesis Testing (χ2)Problems one through four are worth 5 points eah. Problem 4 will berigorously heked.1. Brian Small rolled a die 1002 times and obtained the following results. Helphim determine if the die is fair by doing a hi square goodness of �t by omplet-ing Figure 10.6. Be sure to indiate your test statisti, tails, degrees of freedom,and ritial test statisti.Pips: 1 2 3 4 5 6Observed 181 155 141 162 153 210Expeted 167 167 167 167 167 167(Obs-Exp)
(O − E)2

(O − E)2/EFigure 10.6: Chi-squared Goodness of Fit for 1000 Die Rolls�Real.2. Indiate the value of any signi�ant standardized residuals from problem 1above.3. Susie Agivan got tired of rolling her die and made up the data given in Figure10.7. Help her teaher test for data fabriation by doing a hi-square goodnessof �t. Be sure to indiate all four steps and values in testing this hypothesis.Pips: 1 2 3 4 5 6Observed 165 170 172 161 174 160Expeted 167 167 167 167 167 167(Obs-Exp)
(O − E)2

(O − E)2/EFigure 10.7: Chi-squared Goodness of Fit for 1000 Dies Rolls�Faked.
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84 STAT'S LESSON 10. CHI SQUARED (χ2) GOODNESS OF FIT4. Sine 1995, blue M&M R© andies replaed tan with∗ 13% brown, 14% yellow,13% red, 20% orange, 16% green, and 24% blue andies to be expeted, onaverage. �While we mix the olors as thoroughly as possible, the above ratiosmay vary somewhat, espeially in the smaller bags. This is beause we ombinethe various olors in large quantities for the last prodution stage (printing).The bags are then �lled on high-speed pakaging mahines by weight, not byount.� Eah student will obtain a random sample of n = 10 M&M's R© fromthe ommon 14.0 oz bag.† Then omplete the table below.Color: brown yellow red orange green blueObservedExpeted 13n
100

= 14n
100

= 13n
100

= 20n
100

= 16n
100

= 24n
100

=

(O − E)

(O − E)2

(O − E)2/EFigure 10.8: Chi-squared Goodness of Fit for M&M Data.Now add up the bottom row and all it χ2. Compare your value with others.Did any partiular olor ontribute signi�antly to this value?
5. Bonus: After ompleting the ount, feel free to dispose of the M&M's R© byany appropriate method.

∗Old values given: 30% brown, 20% yellow, 20% red, 10% orange, 10% green, and 10% blue.
†In 2009 this was redued 10% to 12.60 oz.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



10.8. SUMMARY SHEET FOR χ2 ACTIVITY 85
10.8 Summary sheet for χ2 AtivityPlease enter your sample data in the spae provided. Leave a blank row aftereah table has entered their data.Table M&M R© Color: brown yellow red orange green blue χ2your name1111 Table 1 ∑2222 Table 2 ∑3333 Table 3 ∑
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86 STAT'S LESSON 10. CHI SQUARED (χ2) GOODNESS OF FIT
Table M&M R© Color: brown yellow red orange green blue χ2your name4444 Table 4 ∑55555 Table 5 ∑66666 Table 6 ∑7777 Table 7 ∑Figure 10.9: Colletion Point for χ2 M&M Data.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



10.9. ACTIVITY TO VERIFY BOOK BEFORE STAPLING 8710.9 Ativity to Verify Book Before StaplingDiretions: You may work together, but answer eah question arefully using yourown Statistis booklet. Take time to put the booklet in THIS order. Make a list bytable of who is missing what (nonbonus) items. Get booklet stapled by Keiθ on orbefore Ot. 22.1. Page i (over): Revision ode/number after title.2. Page iii (Table of Contents): Who is the Danish Father of Astronomy?3. Page vii (List of Figures): Figure 10.1 title.4. Page ix�x (bonus): Due date (day of month) for projet divided by number oflippings required (as redued, improper fration).5. The projet rubri listed in the table of ontents as page xi will be returnedwith the projet and is not a proper part of the statistis booklet.6. Page 1: Lesson 1, Three founders of sienti� method (bottom).7. Page 9: Homework 1, Two data atagories starting with q (Q5). One bonuspoint for giving synonymous names whih don't start with q!8. Page 12: Lesson 2, Seond point to onsider.9. Page 17: Homework 2, How to make the answer to Q7 ratio.10. Page 21: Lesson 3, Midrange formula.11. Page 24: Ativity 3, Keystrokes to sort a list (near middle of page).12. Page 25: Homework 3, O�ial age of Eisenhower at inauguration.13. Page 28: Lesson 4, How arithmeti and geometri sequenes di�er.14. Page 33: Homework 4, Mode for �rst 20 deimal digits of e (Q4).15. Page 36: Lesson 5, Range formula.16. Page 41: Homework 5, Number of presidents within 2 standard deviations ofmean inauguration age (Q6).17. Page 47: Lesson 6, Seond meanings for word normal.18. Page 48: Quiz 5, Q6.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



88 STAT'S LESSON 10. CHI SQUARED (χ2) GOODNESS OF FIT19. Page 49: Homework 6, What Chebyshev's Theorem says about IQ's between85 and 115 (Q4).20. Page 52: Lesson 7, Meaning and number of deimal digits in a z-sore.21. Page 58: Homework 7, Round e up to the appropriate integer (Q10).22. Page 59�64: Lesson 8, Three types of graphial data representations.23. Page 65: Homework 8, Strangeness about frequeny table for 22

7
(Q5).24. Page 67: Lesson 9, Who went by the psuedonym Student?25. Page 75: Homework 9, Give alternate names for one- and two-tailed tests (Q3).26. Page 78: Lesson 10, The variane of the hi-square distribution.27. Page 84: Homework 10, How many M&M's R© in eah student's sample.28. Page 87: Bonus: Express 1/(Setion 10.9 page number) exatly as a deimalfration.29. Pages 85�86, and 89 ontaining M&M summary and appendix header so areomitted. Strike them (pages 86 and 91) from the Table of Contents.30. Page 92 (released test): Date on released test.31. Page 96�97 (released test key): reveiw before test.In the spae below draw a BIG smiley fae. Where a nose should be puta number orresponding to how many of the above questions/ativities you haveanswered or performed orretly
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90 APPENDIX A. ODD SOLUTIONS AND RELEASED TESTS/KEYSA.1 Odd Homework AnswersA.1.1 Odd Homework Answers, Stat's Introdution1. Statistis: olletion of methods used in planning experiments, olleting data,and analyzing it (a disipline). Statisti: a value, harateristi of a sample.3. Sample: Probably Biased. Most of the allees are fed up with and do not wantanything to do with Clinton.5. Quantitative and Qualitative.7. Ratio, Interval, Ordinal, Nomial (in that order).9. 600 − 50 + 350 = 900.11. 300
600

× 100% = 50%.13. 90% of 25% of 100,000 is 22,500.15. F = 9
5
C + 32◦ and F = C.

F = 9
5
F + 32◦. 5F = 9F + 160◦. 4F = −160◦. F = C = −40◦.A.1.2 Odd Homework Answers, Statistial Sampling1. Disrete.3. Continuous (exept at atomi/quantum mehanial level), but probably re-ported fairly disretely.5. Probably nominal (espeially white, blak, brown, gray, plaid, paisley, et.),unless measuring rainbow olor wavelengths, then ratio! There were reasonsmy 64 olor rayon box was organized alphabetially.7. Interval if Fahrenheit or Celsius. If onverted to Kelvin or Rankine, they wouldbe ratio!9. Systemati.11. Cluster.13. Wary, bias, (�easy� isn't quite as telling).15. Proportionate and Representative.17. The word average is ambiguous and ould refer to any of: Mode=1; Median=2;Mean=3.0; or Midrange=4.0.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



A.1. ODD HOMEWORK ANSWERS 9119. Transistors, omputers, lasers.21. Lab notebooks an beome legal douments and any information therein mayhelp or hinder the investigation of a great breakthrough or fraud. They an beyour defense, a silent witness, or your undoing.A.1.3 Odd Homework Answers, Averages1. Mean=$80,000,000, if proper rules regarding signi�ant digits are followed!Typially, students answer $79,999,200. No mode. Median=$3,600,000.Midrange=$360,000,000+$36,000
2

= $180, 000, 000, if proper rules regarding signi�-ant digits are followed. Typially, students inorretly answer $180,018,000.3. Mean=median=midrange=4.5. No mode.5. 100.0 kph+80.0 kph
2

= 90.00 kph Wath sig. �gs.!7. To FL: 2000. km
100.0 kph

= 20.00 hours. To MI: 2000. km
80.0 kph

= 25.0 hours.20.00 hours + 25.0 hours = 45.0 hours.9. 1. 10+−2
2

= 4◦ F. 3a. 82+x
2

= 90. x = 90 · 2−82 = 98. 5. (−0.09+0.3
2

, 12+−4
2

) =

(0.105, 4).11. (x1+x2

2
, y1+y2

2
, z1+z2

2
, ict1+ict2

2
).A.1.4 Odd Homework Answers, Means1. Di�ers every year. 2010: n = 6. 6

∑

i=1

xi = 504. x̄ = 84.0 (and not 84)No mode. Median=79. Midrange=52+127
2

= 89.5.3. Di�ers every year. 2010: µ = 77.0 and σ = 18.1 so z = .39 or the sample meanis less than half a standard deviation above the population mean.5. Mean=Median=Midrange=4.5. No mode.7. 2
1

100.0
+ 1

80.0

= 88.9 kph. Note: the 2 is exat.9. √

1202+(−160)2+952+102

4
=

√
12281.25 = 110.8 volts or 111 volts, although doublethe usual number of signi�ant �gures out of a square root is ommonly advised.11. 54.5 for 34 ages (10% trimmed mean). 54.34 for 26 ages (20% trimmed mean).13. ±√

2 · 50 = ±10.00. 10 not ok! Bonus for ±.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



92 APPENDIX A. ODD SOLUTIONS AND RELEASED TESTS/KEYSA.1.5 Odd Homework Answers, Dispersion1. Range=360,000,000 (not 359,964,000). s = 160, 000, 000 (not 157,249,587.4).
s2 ≈ 2.5 × 1016.3. Range=7 (possibly 7.0). s = 2.4. s2 = 6.0.5. 28 of 44 or 64% within [49, 60].7. s2 = (1−3)2+(1−3)2+(2−3)2+(4−3)2+(7−3)2

5−1
= 4+4+1+1+16

4
= 26

4
= 6.5 s = 2.559. √

5 ≈ 2.236 ≈ 2.24 2.242 = 5.0176. 2.232 = 4.9729 2.252 = 5.0625.
.0625

5
≈ 13 × 10−3 or 13 ppk. .01

2.24
≈ 4.5− × 10−3 or 4 ppk.A.1.6 Odd Homework Answers, Normal Curve1. x̄ = 66400 (not 66429.6). s = 373, 000 (not 373243.6).3. 68

2
+ 95

2
= 34 + 47.5 = 81.5%.5. z = 167−100

15
= 4.47. (Remember to use 2 deimal plaes.)7. 41 out of 44 or 93%.9. x̄′ = 59.8 s′ = 6.2 x̄′ = x̄ + 5 s′ = s.11. x̄′ = 65.8 s = 6.8. new x̄′ = (x̄ + 5) × 1.1. s′ = s × 1.1.13. normaldf(-1,1)=0.68269=68.269%.15. normaldf(-3,3)=0.99730=99.730%.A.1.7 Odd Homework Answers, Measure of Position1. 29−21.0

4.7
= 1.70.3. z = ±0.675 = Qi−29

3
. Q1 = 26.975 ≈ 27.0 and Q3 = 31.025 ≈ 31.0. Q3−

Q1 = 31.0 − 27.0 = 4.0 29 + 2s = 29 + 6.0 = 35.0 < 36 so yes.5. z = 360,000,000−66400
373000

= 965.00 VERY unusual data value (outlier). Thequartile and hinge de�nitions both fail sine Q1 = Q3 and the upper and lowerhinges are equal.7. minX = 0. Q1 = 1. Median = 3.5. Q3 = 6. maxX = 50.9. Making the 50 all the way down to 9 or 10 is neessary (guess and hek).11. L10 = 10
100

50 = 5. 53+53
2

= 53.0 = P10.
L90 = 90

100
50 = 45. 90+92

2
= 91.0 = P90. P90 − P10 = 91.0 − 53.0 = 38.0.©MMX by Keiθ G. Calkins Otober 31, 2010 Introdution to Statistis�pdf5



A.1. ODD HOMEWORK ANSWERS 93A.1.8 Odd Homework Answers, Presenting Data

1.
Freshmen
Geometry

Sophomores
Algebra II

Juniors
Precalc

Seniors
Calculus

BC

AB/BC

Pre
KGC: Geometry, Algebra II, and see below

STL: soph pre, AB/BC, Calculus

EB: Precalculus

KGC assists EB async since new textbook/webassign

KGC may take AB/BC & BC on Fridays

KGC has limited assistance 7:30-11:30

3.
5.

Digits Frequeny0 01 82 83 04 85 86 07 88 89 07. The lass marks are: 9.5, 29.5, 49.5, . . .. Enter as L1 with the frequenies in
L2, do 1-varstat L1, L2. x̄ = 65.9. s = 31.7 (assuming sample).9. 65 and 69.Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



94 APPENDIX A. ODD SOLUTIONS AND RELEASED TESTS/KEYSA.1.9 Odd Homework Answers, t Distribution1. A) State H0 and Ha. B) Set α and β. C) Compute test statistis/on�deneinterval. D) Form onlusion (state P -value).3. One-sided hypothesis/test is diretional. A two-sided hypothesis/test is non-diretional.5. The rejetion region is bounded by the ritial values.7. Varies with sample size. Generally bell-shaped but thik tails at small n.Symmetri with mean of zero. Variane > 1, but approahes 1 as n inreases.9. Inv-t was added under distr on about the TI-84+. On earlier alulators youhave to use guess and hek using tdf(-9E99,???). invt(.90,10)=1.372for df=10. invt(.95,10)=1.812 for df=10. invt(.99,10)=2.764 for df=10.A.1.10 Odd Homework Answers, Hypothesis Testing (χ2)1. One-tailed. 5 degrees of freedom. α = .05. χ2
c = 11.071.

χ2 = 18.47 (sum of bottom row). We an rejet an H0 that the die is fair atthe α = 0.05 level or a P-value of 0.0024.Pips: 1 2 3 4 5 6Observed 181 155 141 162 153 210Expeted 167 167 167 167 167 167(Obs-Exp) 14 −12 −26 −5 −14 43
(O − E)2 196 144 676 25 196 1849

(O − E)2/E 1.17 0.86 4.05 0.15 1.17 11.073. A. H0: Statistially random; Ha: not statistially random.B. α = 0.05 df= 6 − 1 = 5 1-tailed.C. χ2
c (lower) is 1.145. Our value: χ2 = 1.03D. We an rejet H0 but the dean might not with α = 0.01 and χ2

c = 0.554.Pips: 1 2 3 4 5 6Observed 165 170 172 161 174 160Expeted 167 167 167 167 167 167(Obs-Exp) −2 3 5 −6 7 −7

(O − E)2 4 9 25 36 49 49
(O − E)2/E 0.024 0.054 0.150 0.216 0.293 0.2935. Eating the M&M's is probably the most popular disposal method.
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A.2. RELEASED TEST: INTRO. TO STATISTICS, OCT. 19, 2001 95Name SoreA.2 Released Test: Intro. to Statistis, Ot. 19, 2001One 3"x5" noteard and your graphing alulator allowed.Plae short answers on the blank provided toward the left.Leave the soring boxes blank. SHOW YOUR WORK. Eahof the 20 question numbers is worth 5 points. Alloateyour time wisely. Read the questions arefully. Hand inall srath paper and the over sheet with your test.Part I, Construted Response, 25%, 25 points.Given the following sample of test sores, perform the indiatedoperation or alulate the statistial quantity indiated.{83, 68, 66, 68, 98, 60, 42, 71, 75}
5

1. Construt a stem-and-leaf diagram.
5

2. Midrange.
5

3. Arithmeti Mean.
5

4. Standard Deviation.
5

5. Show how to ompute the z-sore for the smallest test sore. Putyour answer in the proper format.End of Part I�test ontinues on bak side of sheet.
25Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



96 APPENDIX A. ODD SOLUTIONS AND RELEASED TESTS/KEYS
Part II, Multiple Choie, 25%, 25 points.

5

6. What is the mode of the data set {1, 1, 2, 4, 7}?A. 1 B. 2 C. 2.2 D. 3.0 E. 4.0
5

7. In a lass of 30 students the average exam sore is 70. The teaherthrows out the exams with the top sore (whih was 90) and the bottomsore (whih was 22) and reomputes the average based on the remaining28 exams. What is the new average?A. 65.4 B. 68 C. 69 D. 71 E. Insu�ient information.
5

8. What is the harmoni mean of the data set {2, 3, 4}?A. 2.77 B. 2.88 C. 3.0 D. 3.11 E. 4.0
5

9. If you add 5 to eah value in a data set, then the standard deviationwill:A. derease by 5. B. stay the same C. inrease by 5.D. redue by a fator of 2.236. E. inrease by a fator of 2.236.
5

10. What is the variane of the sample data set {1, 2, 3, 4, 5}?A. 2.0 B. 2.5 C. 10 D. 15 E. 55
End of Part II�test ontinues on next sheet.
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A.2. RELEASED TEST: INTRO. TO STATISTICS, OCT. 19, 2001 97
Part III, True/False, 10%, 10 points.

10

11,12. Cirle T if the statement is true and F if the statement is false.T F a. The ar seat at 180◦F is twie as hot as the 90◦F in the shade.T F b. A ar weighing 1430 kilograms is an example of ontinuous data.T F . Three students were absent yesterday is an example of disrete data.T F d. Colors of ars is an example of the interval level of measurement.T F e. Ratio data have an inherent starting point.T F f. This is an example of an open question.T F g. Range is a measure of dispersion.T F h. You may omit empty lasses in a frequeny table.T F i. A frequeny table's lass width is the di�erene between the upperand lower lass limits.T F j. In proeeding from left to right, the graph of an ogive an follow adownward path.Part IV, Mathing, 15%, 15 points.
5

13. Form the best math among the following dispersion terms:Chebyshev's Theorem A. most data is in 4 standard deviations min. to max.empirial rule B. Σ(x − µ)2

nrange rule of thumb C. 68%�95%�99.7%standard deviation D. 1 − 1
K2variane E. √

Σ(x − x̄)2

n − 1

5

14. Form the best math among the following types of sampling:Random sampling A. population divided, all subpopulations sampledSystemati sampling B. every kth member sampledStrati�ed sampling C. all elements have an equal hane to be measuredCluster sampling D. elements might hoose whether to be sampledConveniene sampling E. population divided, few subpopulations exhaustively sampled
5

15. Form the bestmath among the following members of a 5-number summary:Minimum A. This value is near the lower hinge.Q1 B. This value is above the 99th perentile.Median C. P75 is another name for this value.Q3 D. D5 is another name for this value.Maximum E. No sore in the data set an be lower than this.End of Parts III and IV�test ontinues on bak of sheet.
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98 APPENDIX A. ODD SOLUTIONS AND RELEASED TESTS/KEYS
Part V, Short Answer/Completion, 15%, 15 points.

15

16,17,18. Complete the following sentenes with one appropriate word(3 points eah).A. Parameter is to population as is to sample.B. statistis tries to infer information about a populationby sampling.C. Be of onveniene sampling.D. Better results are obtained by instead of asking.E. A boxplot is also known as a box and plot.Part VI, Essay, 10%, 10 points.
5

19. Disuss whih measure of entral tendany is the best.
5

20. Disuss the di�erenes in appliation and meaning between theempirial rule and Chebyshev's Theorem.
End of Parts V & VI.I have been areful to not allow others to see my work and the work onthis examination is ompletely my own. This examination is returned and assoiated solutions areprovided for my own personal use only. I may not share them exept with onurrent lassmates taking the idential ourse. Otheruses are not ondoned. I will dispose of it properly.signature dateEnd of Test.�Chek your work.�Have a nie day!
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A.3. KEY FOR RELEASED STATISTICS TEST: OCT. 19, 2001 99Name SoreA.3 Key for Released Statistis Test: Ot. 19, 2001One 3"x5" noteard and your graphing alulator allowed.Plae short answers on the blank provided toward the left.Leave the soring boxes blank. SHOW YOUR WORK. Eahof the 20 question numbers is worth 5 points. Alloateyour time wisely. Read the questions arefully. Hand inall srath paper and the over sheet with your test.Part I, Construted Response, 25%, 25 points.Given the following sample of test sores, perform the indiatedoperation or alulate the statistial quantity indiated.{83, 68, 66, 68, 98, 60, 42, 71, 75}
5

1. Construt a stem-and-leaf diagram.
5

2. Midrange.
5

3. Arithmeti Mean.
5

4. Standard Deviation.
5

5. Show how to ompute the z-sore for the smallest test sore. Putyour answer in the proper format.End of Part I�test ontinues on bak side of sheet.
25

Key 100/100

5 in order (asending or desending)no ommas or horizontal linesno missing numbersDon't omit stem 5!

9|88|37|516|88605|4|2
5 70.0 (max+min)/2=42+98

2
=70.05 70.1 83+68+66+68+98+60+42+71+75

9
=

631
9

= 70.111...Round to 3 sig. fig. or 1 more than data!5 15.4 s = 15.35777, σ = 14.47944Data set is a SAMPLE so use s.Round to 3 sig. fig. or 1 more than data!5 -1.82
z =

xi−x̄
s =

42−70.1
15.4 ≈ −1.82Use 2 deimal plaes! 25Introdution to Statistis�pdf5 Otober 31, 2010 ©MMX by Keiθ G. Calkins



100 APPENDIX A. ODD SOLUTIONS AND RELEASED TESTS/KEYS
Part II, Multiple Choie, 25%, 25 points.

5

6. What is the mode of the data set {1, 1, 2, 4, 7}?A. 1 B. 2 C. 2.2 D. 3.0 E. 4.0
5

7. In a lass of 30 students the average exam sore is 70. The teaherthrows out the exams with the top sore (whih was 90) and the bottomsore (whih was 22) and reomputes the average based on the remaining28 exams. What is the new average?A. 65.4 B. 68 C. 69 D. 71 E. Insu�ient information.
5

8. What is the harmoni mean of the data set {2, 3, 4}?A. 2.77 B. 2.88 C. 3.0 D. 3.11 E. 4.0
5

9. If you add 5 to eah value in a data set, then the standard deviationwill:A. derease by 5. B. stay the same C. inrease by 5.D. redue by a fator of 2.236. E. inrease by a fator of 2.236.
5

10. What is the variane of the sample data set {1, 2, 3, 4, 5}?A. 2.0 B. 2.5 C. 10 D. 15 E. 55
End of Part II�test ontinues on next sheet.

25

5 A One ours MOST often.Two is the median or middle value.2.2 is the geometri mean.Three is the arithmeti mean.Four is the midrange.5 D
30 · 70 = 2100

2100 − 90 − 22 = 1988

1988/28 = 71.05 A
3

1
2+1

3+1
4

=
3

6+4+3
12

=
3
13
12

=
36
13

= 2.77Other values are: geometri mean, mean/medianquadrati mean, and maximum.5 B
The spread of the data doesn't hange.5 B

(1−3)2+(2−3)2+(3−3)2+(4−3)2+(5−3)2

5−1
=

4+1+0+1+4
4

=
10
4
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A.3. KEY FOR RELEASED STATISTICS TEST: OCT. 19, 2001 101Part III, True/False, 10%, 10 points.
10

11,12. Cirle T if the statement is true and F if the statement is false.T F a. The ar seat at 180◦F is twie as hot as the 90◦F in the shade.T F b. A ar weighing 1430 kilograms is an example of ontinuous data.T F . Three students were absent yesterday is an example of disrete data.T F d. Colors of ars is an example of the interval level of measurement.T F e. Ratio data have an inherent starting point.T F f. This is an example of an open question.T F g. Range is a measure of dispersion.T F h. You may omit empty lasses in a frequeny table.T F i. A frequeny table's lass width is the di�erene between the upperand lower lass limits.T F j. In proeeding from left to right, the graph of an ogive an follow adownward path.Part IV, Mathing, 15%, 15 points.
5

13. Form the best math among the following dispersion terms:Chebyshev's Theorem A. most data is in 4 standard deviations min. to max.empirial rule B. Σ(x − µ)2

nrange rule of thumb C. 68%�95%�99.7%standard deviation D. 1 − 1
K2variane E. √

Σ(x − x̄)2

n − 1

5

14. Form the best math among the following types of sampling:Random sampling A. population divided, all subpopulations sampledSystemati sampling B. every kth member sampledStrati�ed sampling C. all elements have an equal hane to be measuredCluster sampling D. elements might hoose whether to be sampledConveniene sampling E. population divided, few subpopulations exhaustively sampled
5

15. Form the bestmath among the following members of a 5-number summary:Minimum A. This value is near the lower hinge.Q1 B. This value is above the 99th perentile.Median C. P75 is another name for this value.Q3 D. D5 is another name for this value.Maximum E. No sore in the data set an be lower than this.End of Parts III and IV�test ontinues on bak of sheet.
25

10

5 DCAEB5 CBAED5 EADCB
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102 APPENDIX A. ODD SOLUTIONS AND RELEASED TESTS/KEYS
Part V, Short Answer/Completion, 15%, 15 points.

15

16,17,18. Complete the following sentenes with one appropriate word(3 points eah).A. Parameter is to population as is to sample.B. statistis tries to infer information about a populationby sampling.C. Be of onveniene sampling.D. Better results are obtained by instead of asking.E. A boxplot is also known as a box and plot.Part VI, Essay, 10%, 10 points.
5

19. Disuss whih measure of entral tendany is the best.
5

20. Disuss the di�erenes in appliation and meaning between theempirial rule and Chebyshev's Theorem.
End of Parts V & VI.I have been areful to not allow others to see my work and the work onthis examination is ompletely my own. This examination is returned and assoiated solutions areprovided for my own personal use only. I may not share them exept with onurrent lassmates taking the idential ourse. Otheruses are not ondoned. I will dispose of it properly.signature dateEnd of Test.�Chek your work.�Have a nie day!

25

15 statistiInferentialwary measuringwhiskers
5 See Statistis Setion 3.3.5 See Statistis Setions 6.3 and 6.4.

25
Ot. 22, 2001
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