Improving Measurement and Evaluation in Higher Education

By Benjamin E. Bandiola

Measurement and evaluation are vital parts of education. State certification programs require that preservice teachers study methods for classroom assessment. Curriculum guidelines produced by professional organizations also support this requirement.

However, liberal-arts majors, many of whom eventually become college professors, do not have to take courses in this area. Justifications for this usually include their subject matter expertise and the fact that they hold advanced degrees in their chosen fields. But good teaching demands more than mastery of content. It requires a variety of other skills, including effective presentation, construction of objectives and syllabi, counseling, and evaluation. Although college-level teachers are not required to take a course in testing and evaluation, they would benefit from learning how to structure their instruction and testing for greater effectiveness.

While preparing to become an elementary teacher, I took a required course in tests and measurements. I naïvely expected my college teachers to apply its principles. One professor whom I admired could lecture without notes for the whole period on the history of the Bible. When it was time for his first test, I was well prepared. The test con-
Although college-level teachers are not required to take a course in testing and evaluation, they would benefit from learning how to structure their instruction and testing for greater effectiveness.

**Taxonomy of Educational Objectives**

As shown in Figure 1, objectives play a central role in the learning process. However, communicating educational objectives has presented problems, since different authors have interpreted objectives differently and therefore could not agree on how to evaluate them. To resolve this difficulty, the directors of testing services from several midwestern universities gathered at the University of Chicago under the chairmanship of Benjamin Bloom and developed what is now known as “The Taxonomy of Educational Objectives, Handbook 1: Cognitive Domain.” This work has become an indispensable reference for curriculum development and test construction. It divides educational objectives into three domains: cognitive, affective, and psychomotor.

The cognitive domain refers to intellectual skills and abilities commonly involved in knowing. The affective domain is concerned with values, attitudes, interests, and appreciation. These are elements involved in feeling. The psychomotor domain deals with motor skills and abilities involved in physical manipulation and activities. These classifications parallel well this philosophical statement by Ellen G. White:

*Our ideas of education take too narrow...*
Test construction should follow seven distinct steps: (1) planning, (2) writing items that match instructional objectives, (3) assembly, (4) administration, (5) scoring, (6) analyzing results, (7) returning the test and debriefing students.

Steps in Test Construction

Test construction should follow seven distinct steps: (1) planning, (2) writing items that match instructional objectives, (3) assembly, (4) administration, (5) scoring, (6) analyzing results, (7) returning the test and debriefing students. These steps may require up to 25 percent of the total instructional time, depending on the teacher’s background in tests and measurements.

Planning

Constructing good tests is a science and an art. The process follows well-defined steps and allows creativity and self-expression.

Good planning requires a test blueprint or two-way table of specifications. It takes into account both the objectives and the content covered in the course. First, choose objectives based on Bloom’s taxonomy. Class topics that received greater emphasis should take up more

---

**FIGURE 2**

Taxonomy of Educational Objectives: Cognitive Domain
items in the test, while less-important content should have fewer test questions. Figure 3 shows a blueprint for a test in a tests-and-measurements class. The unit topic was criteria of satisfactory measuring instruments.

According to this blueprint, the test will measure four objectives in Bloom’s taxonomy—knowledge, comprehension, application, and evaluation. The test will contain 45 items, with the number of items for each area being determined by the emphasis given to it and the instructional time spent on the topic. Since validity is the most important criterion, the greatest number of items is devoted to it. Other criteria are allocated questions proportionate to the emphasis they received.

Recognizing the appropriate concept from among several options demands a higher level of mental activity than mere recall of information. But it also requires the lower levels of Bloom’s taxonomy. One has to know something before he or she can understand and use it.

The importance of application was recognized by Ellen G. White:

Every youth should be taught the necessity and the power of application. Upon this, far more than upon genius or talent, does success depend. Without application the most brilliant talents avail little, while with rightly directed effort persons of very ordinary natural abilities have accomplished wonders.  

If testing focuses on factual knowledge, then students will spend more time memorizing this type of information. Tests requiring only factual recall breed intellectual mediocrity. Students pre-conditioned by this type of testing find it difficult to rise to the higher level of thinking required for application.

Evaluation occupies the highest level in Bloom’s taxonomy because it requires the most complex mental activity. As the basis of decision-making, it uses knowledge, comprehension, and application.

**Writing Items That Match Instructional Objectives**

One reason essay examinations are popular with teachers is that they are relatively easy to write. One can construct a valid test by simply converting an instructional objective into an essay-test item. If an instructional objective states that the student will be able to tell the difference between a metaphor and a simile, a valid test item would be “Differentiate between a metaphor and a simile.”

Writing valid multiple-choice items requires technical knowledge and skills—and preferably a course in tests and measurements. Multiple-choice items have two parts. The stem specifies the task or problem that the student must perform; the options or alternatives list the responses. Only one choice is the correct answer; the others are distractors or decoys.

Writing multiple-choice questions requires mastery of language and sentence structure. The responses must be appropriate to the stem and written in parallel structure. The wording should not provide grammatical cues or other clues to the correct answer.

Objective multiple-choice items can be structured as a direct question or incomplete statement. A direct-question format may be illustrated as follows:

Which of the following types of reliability is an underestimate of the true reliability?

- a)Alternate forms
- b) Kuder-Richardson
- c) Split-half
- d) Test-retest

The following is an example of an incomplete statement format:

A college admissions director correlates scores from the SAT with students’ third-year GPA. This is an example of

- a) predictive validity
- b) content validity
- c) construct validity
- d) concurrent validity

The direct question format is a more natural way to present information. However, a combination of formats provides variety and interest.

**Assembling the Test**

Test assembly includes packaging and reproduction. Kubiszyn and Borich offer some packaging tips:

Grouping together items of similar format,

<table>
<thead>
<tr>
<th>FIGURE 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table of Specifications</td>
</tr>
<tr>
<td>Unit III Criteria of Satisfactory Measuring Instruments</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Objectives</th>
<th>K</th>
<th>C</th>
<th>A</th>
<th>E</th>
<th>Total</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Validity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Content</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>51%</td>
</tr>
<tr>
<td>2. Concurrent</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3. Predictive</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>4. Construct</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5. Coefficient of Correlation</td>
<td>1</td>
<td>1</td>
<td></td>
<td>23</td>
<td></td>
<td>51%</td>
</tr>
<tr>
<td>B. Reliability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Test-Re-test</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>27%</td>
</tr>
<tr>
<td>2. Alternative Forms</td>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3. Internal Consistency</td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>a. Split-half</td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. Kuder-Richardson</td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>C. Accuracy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Sources of Error</td>
<td></td>
<td>2</td>
<td>2</td>
<td></td>
<td>4</td>
<td>22%</td>
</tr>
<tr>
<td>2. Standard Error of Measure</td>
<td></td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>3. Band Interpretation</td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>8</td>
<td>16</td>
<td>15</td>
<td>6</td>
<td>45</td>
<td>100%</td>
</tr>
<tr>
<td><strong>Percent</strong></td>
<td>18</td>
<td>36</td>
<td>33</td>
<td>13</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>
arranging test items from easy to hard, properly spacing items, keeping items and options on the same page, placing illustrations near the descriptive material, checking for randomness in the answer key, deciding how students will record their answers, providing space for the test taker's name and the date, checking test directions for clarity, and proofreading the test before you reproduce and distribute it. Check your printer cartridge or typewriter ribbon to be sure that the master copy will reproduce well, and use good quality paper to make photocopies.

Administering the Test

Two types of preparation are required before you administer the test: physical and psychological. Physical preparation includes classroom seating arrangements, noise control, lighting, and temperature. A classroom that is crowded, noisy, too cold or too warm can affect students' test performance, thereby decreasing the accuracy of assessment.

Psychological preparation refers to the emotional climate provided by the teacher. Kubiszyn and Borich offer some suggestions for test preparation:

1. Maintain a positive attitude. Classroom testing is intended to evaluate achievement and instructional procedures and to provide feedback for teachers and students. Hence, tests should not be used indiscriminately or to punish the class for uncompleted assignments. “Trick questions” should not be used.

2. Maximize student motivation. Encourage each student to do his or her best. Avoid comments that might impair students’ test performance. Refrain from exaggeration or misleading statements about the test.

3. Equalize advantages. Help students become test-wise by reminding them of general test-taking strategies, such as these:
   - Don’t spend too much time on any difficult item.
   - Try all items, then return to those you are unsure of.
   - Check your answers for accuracy before turning in the test.

4. Avoid surprises. Students tend to perform better if they have sufficient time to prepare for a test, and know what material will be tested. Review and emphasize in class important concepts that will be included on the test.

5. Clarify the rules. Before distributing the tests, discuss time limits, and any special information about the answer sheets.

6. Rotate distribution so the same person is not always last to receive the test.

7. Remind the students to check the pages and item numbers to make sure nothing has been omitted.

8. Monitor students. Leaving the room during a test could be interpreted as an opportunity to compare answers or cheat.


10. Give time warnings.

11. Have a uniform policy for collecting tests. This saves time and minimizes lost papers.

Scoring

Scoring a multiple choice test is relatively simple, compared to essays or short answer exams. Guidelines include the following:

1. Prepare a master answer sheet at the time you construct the test. Double check it to ensure accuracy.

2. Arrange the pages so that the test can be scored without the student being identified. (For example, use the first page for instructions and pupil identification. Fold back this sheet before scoring the test).

3. Consider using an answer sheet with an overlay or mechanical scoring aid to save time in grading.

Analyzing the Test

The quality of the test should be analyzed both before and after it is administered.

There are two kinds of analysis—qualitative and quantitative. Qualitative analysis means looking at test questions in terms of objectives, content validity, and technical item quality, appropriateness of response alternatives to the stem, and grammatical construction of the items. These should be checked before the test is administered. Quantitative item analysis is a numerical method for analyzing test items based on student responses. It uses item analysis to identify deficient questions, thus allowing the instructor to improve test quality. This analysis must be done after the test has been graded.

Once the tests have been scored, arrange the papers from highest to lowest score, and group them in two piles, the first containing the top half of the scores, the other containing the lower scores. For each item, calculate how many students from the two groups chose the various possible answers, and record the results on a form like the following (class size = 32):

<table>
<thead>
<tr>
<th>Options</th>
<th>Upper Half</th>
<th>Lower Half</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (correct answer)</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>B</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>
From item analysis data compute two indices: difficulty index (D) and discrimination index (r). Use the following formula for the difficulty index (D):

$$D = \frac{\text{Number of students who answered the question right}}{\text{Total number of students in the class}}$$

The item analysis shows that 15 students (9 from the upper half and 6 from the lower half) answered the item correctly out of 32 students in the class. Inserting these values in the formula above gives us a difficulty index of 47 percent.

$$D = \frac{15}{32} = 47 \text{ percent}$$

Since only 47 percent of the class got the answer right, this item is relatively close to the 50 percent difficulty index. Experts recommend that most items range between 20 percent and 80 percent in the difficulty index.

The discrimination index (r) from the item analysis data above can be computed using this formula:

$$r = \frac{\text{Number of right responses in upper half} - \text{Number of right responses in lower half}}{\text{Number in each group}}$$

$$r = \frac{9 - 6}{16} = .19$$

Some test construction experts insist on "r" being at least .30, while others claim that if it is positive, the item is adequate. In teacher-made tests, it is difficult to achieve discrimination indices above .30.

**Returning the Test to Students**

Unfortunately, final examinations are administered during the last class period, leaving no opportunity to go over the test with students. Concern for the quality of student evaluation should have caused you to review test items with your students after previous tests. This demonstrates your desire for feedback and willingness to make appropriate modifications in your tests.

Kubiszyn and Borich suggest some debriefing guidelines to use before handing back tests and answer sheets:

1. **Discuss problem items.** Students will pay more attention to a discussion than if they are looking over their answer sheets.
2. **Listen to student reactions.** This reassures them that you are interested in their feedback and want to increase the validity and reliability of your test.

3. **Avoid on-the-spot decisions.** Tell the students that you will consider their comments, complaints, and suggestions, but that you will need time to study the test data.

4. **Be equitable.** Assure students that any scoring changes will apply to all students, not just those who raise objections.

After returning tests and answer sheets, do the following:

1. **Ask students to double check their tests.** It is not a sign of weakness to admit that you can make a mistake. Ask those who find errors to see you as soon as possible.

2. **Ask students to identify problems.** They will feel relieved at being given an opportunity to identify and discuss problem items. Hearing their point of view and clarifying muddy areas can be a helpful learning experience for both teacher and student.

**Conclusion**

The foregoing discussion makes it clear that reliable and valid tests do not just happen. Careful planning is necessary. Planning and constructing appropriate items can take up to 40 percent of class preparation time.

Testing is an integral part of instruction, although it should never be the only source of information about student achievement. Tests can enhance the educational process. Up to 25 percent of instructional time can profitably be used for testing. However, in the hands of ill-trained or inexperienced users, tests can be hazardous.

There is considerable room for improvement in measurement and evaluation in higher education. This can be accomplished through a two-pronged approach: (1) professional reading by each instructor, and (2) faculty development on the departmental level. Numerous books and periodicals can be helpful to teachers seeking to improve their testing and evaluation skills. Excellent results have been obtained from faculty development programs that feature in-service training in measurement evaluation. Such programs should include participants from various disciplines and the measurement community.

Now officially retired, Dr. Benjamin E. Bandoila was formerly Chairman of the Department of Education and Psychology at Southern College of Seventh-day Adventists, Collegedale, Tennessee. He currently serves as Adjunct Professor of Psychology for the University of Tennessee at Chattanooga.
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1. State teacher-education reform programs call for a course in tests and measurements.
12. Ibid., pp. 119-121.
13. The symbol for coefficient of correlation "r" is used for discrimination index because it describes the relationship between the score on a test item and score on the total test for each examinee.