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Probability & Dist. Lesson 0Prefa
e and Stat Review98% of all statisti
s are made up. Unknown0.0 Prefa
e and Stat Intro ReviewThe main sequen
e of math 
ourses at the Berrien County Math & S
ien
e Cen-ter leads students presumably from an Algebra experien
e in eighth grade into APCal
ulus AB by their senior year. Said Algebra experien
e varies greatly as does ea
hstudent's aptitude and interests. Although a main fo
us of their freshman Geometryexperien
e is to prepare them for Algebra II, we take time to develop des
riptivestatisti
s su�
ient for their s
ien
e proje
t needs.Similarly during their sophomore Algebra II experien
e we study probability anddistributions, 
overing topi
s whi
h lay the foundation for hypothesis testing. Al-though some hypothesis testing is presented, both in the freshman and sophomore
overage, it is not the major fo
us. That is left for a series their junior year (whi
h hasyet to be developed). The intent is to 
over about half of the AP Statisti
s 
urri
ulumin these three units.ThisProbability and Distribution booklet only slowly evolved. Although somework was done summer of 1998 when this textbook writing 
raze began in earnest,it spe
i�
ally didn't really gain momentum until the next summer when it be
ame
lear that Aurora Burdi
k, the math tea
her for Algebra II and one other subje
t(Geometry, then Pre
al
ulus) during 1998�2000 wanted our sophomores to have theirstatisti
s in the spring instead of the fall. We also didn't want to issue the Triolatextbooks to them and that se
ond year I taught AP Statisti
s to a dozen juniors.Also, at that time Statisti
s was a weak area for Shirleen, so her work with the proje
tat that time served to help bring her up to speed in that area. She and Rita Sir
arprodu
ed some early drafts of the web pages whi
h I drew on whenever a parti
ularlesson got pushed into publi
ation.I fell short of an initial goal of �ve new se
tions ea
h year, but the 
ontents and1



2 PROBABILITY & DIST. LESSON 0. PREFACE AND STAT REVIEWarrangement has been fairly stable sin
e 2003�a redu
ed load spring 2002 was helpfulin that regard. Spring 2007 I 
onverted everything from html into LaTeX whi
hallows mu
h better 
ontent/format 
ontrol and pdf output. Spring 2008 we furtherimproved and enhan
ed the booklet, �nally eliminating the non-existent lessons 4 and5. Spring 2009 we added se
tions on experimental design, non-parametri
 statisti
s,some biographies, and some quotes. The needed enhan
ements are mu
h fewer butit still is a work in progress.The May 2004 Reader's Digest told the tale of a fellow who put into a 
up onespoonful of many other 
hili's at a 
hili 
ontest and ended up winning. My intentsomewhat is for my le
ture notes to do the same, blending the best features of some,while avoiding others. We hope you enjoy this romp through probability and distri-butions as mu
h as I have enjoyed preparing the materials.


©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



0.1. LESSON 1, DATA & MEASUREMENT 3We start our series of probability and distributions lessons with a qui
k review ofthe freshmen introdu
tion to statisti
s material.0.1 Lesson 1, Data & Measurement1. Des
riptive Statisti
s 
hara
terizes or des
ribes a data set.2. Inferential Statisti
s tries to infer information about a population from a sam-ple.3. Statisti
s is a 
olle
tion of methods used in planning an experiment andanalyzing data. It is also the plural of statisti
 (see below).4. Population is the 
omplete set of data elements.5. A sample is a sele
ted portion of a population.6. Parameters 
hara
terize a population, whereas a statisti
 is a sample mea-sure.7. A

ura
y is a measure of rightness, whereas pre
ision is a measure of exa
t-ness.8. Statisti
s 
an be misused in a variety of ways to prove most anyone's point ofview.9. Data are plural, whereas datum is singular.10. Qualitative data are nonnumeri
: good, better, best.11. Quantitative data are numeri
 and 
an be either dis
rete (quantized) or 
on-tinuous.12. Being able to do simple math: fra
tions, per
entages, et
., is important.13. There are four levels of measurement: nominal, ordinal, interval, ratio.14. Ratio is the highest level, data are interval and has a starting point (zero, likeKelvin).15. Interval data have meaningful intervals between measurements (Celsius, Fahren-heit).16. Ordinal data have order but la
k meaningful intervals: (strongly) agree, dis-agree, et
.17. Nominal data have names only: brown, plaid, paisley.
Probability & Distributions�pdf 4 May 23, 2010 
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4 PROBABILITY & DIST. LESSON 0. PREFACE AND STAT REVIEW0.2 Lesson 2, Sampling1. Sample size is very important. We want a sample not a 
ensus.2. Measure, don't ask.3. Random errors are ok, systemati
 errors need to be a

ounted for, samplingerrors should be designed out. No randomization, no generalization.4. Sampling medium used (mail, phone, e-mail/web, personal interview) will af-fe
t a

ura
y.5. Sample must be representative of the population (avoid bias).6. Observational studies are more passive whereas experiments deliberately im-pose treatments on individuals. Can't always experiment. Experiments allow
on
lusions!7. There are �ve primary sampling methods. Random = representative = pro-portionate.8. In random sampling any population member has a equal 
han
e of being mea-sured.9. In systemati
 sampling every kth member of the population is sampled.10. In strati�ed sampling the population is divided into two or more strata andea
h subpopulation is sampled.11. In 
luster sampling a population is divided into 
lusters and a few of these
lusters are exhaustively sampled.12. In 
onvenien
e sampling the element 
an often sele
t whether or not it issampled.13. Be very wary of 
onvenien
e sampling sin
e it is prone to bias.14. Questions may be open ended (essay) or 
losed (multiple-
hoi
e, true/false).15. Studies may be retrospe
tive (looking ba
k) or prospe
tive (looking ahead).
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0.3. LESSON 3, MEASURES OF CENTRAL TENDENCY 50.3 Lesson 3, Measures of Central Tenden
y1. Average is an ambiguous term referring often but not ex
lusively to the arith-meti
 mean.2. By average we usually mean some measure of 
entral tenden
y.3. Mode, median, and midrange are additional 
ommon averages.4. We �nd the arithmeti
 mean by summing all elements and dividing by thenumber of elements.5. Although x̄ (x-bar) is used for sample mean, µ (mu) is used for populationmean.6. Sample size is the number of elements and is denoted by n (lower 
ase).7. The population size is typi
ally denoted by N (upper 
ase).8. Mode is the data element whi
h o

urs most frequently.9. A uniform distribution 
an be said to have no mode.10. Distributions may also be bimodal or multimodal.11. The median is the middle element in an ordered data set.12. When there are an even number of elements, the median is the arithmeti
 meanof the middle two.13. The midrange is the arithmeti
 mean of the highest and lowest data elements.14. Do not 
onfuse midrange, a measure of 
entral tenden
y, with range, ameasureof dispersion.15. The mean is reliable (uses every data element) but 
an be distorted by outliers.16. While no average is the best, under 
ertain 
ir
umstan
es one may be betterthan another.17. We typi
ally report the mean to one more signi�
ant digit than the data.18. One should probably report the mean and standard deviation to the same pre-
ision.19. Another 
ommon rule in s
ien
e is to use three signi�
ant digits (slide rulea

ura
y).
Probability & Distributions�pdf 4 May 23, 2010 
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6 PROBABILITY & DIST. LESSON 0. PREFACE AND STAT REVIEW0.4 Lesson 4, Various Means1. The arithmeti
 mean is the sum of all elements divided by the number ofelements.2. The geometri
 mean is used to �nd average rates of growth.3. The geometri
 mean is the nth root of the produ
t of the data elements.4. nth roots 
an be found on your 
al
ulator using fra
tional exponents (1
2
wouldbe square root).5. The harmoni
 mean is used to 
al
ulate average rates like speed. n

∑

x−1
i6. Harmoni
 mean is found by dividing n by the sum of re
ipro
als of the dataelements.7. Re
ipro
al means �1 over the value.�8. Speed is a s
alar, whereas velo
ity is a ve
tor (has both magnitude anddire
tion).9. The quadrati
 mean is also known as Root Mean Square (RMS). √

∑

x2
i

n10. It is used for AC voltage and is the square root of (the sum of the squaresdivided by n).11. The arithmeti
 mean of AC voltage is zero.12. The 10% trimmed mean is the arithmeti
 mean without the top 10% andbottom 10%.13. This avoids outlier distortion and 
orre
ts some skew.14. A distribution is skewed to the right if the mean is to the right of the median.15. Weighted means are most 
ommonly en
ountered in GPA's where items havedi�ering a�e
ts.16. Sometimes none of these means su�
e and some 
ombination is required.17. Be sure you 
an 
al
ulate means not only from a table of values, but also froma frequen
y table.
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0.5. LESSON 5: MEASURES OF DISPERSION 70.5 Lesson 5: Measures of Dispersion1. Dispersion is how a data set is distributed.2. Common measures of dispersion are range, standard deviation, and vari-an
e.3. Range is the di�eren
e between the highest and lowest data element.4. Range is easily distorted, due to its use of but two elements.5. Standard deviation is by far the most important measure of dispersion.6. Standard deviation is the average distan
e of ea
h data element from themean.7. The formula for standard deviation varies depending on whether it is for asample or a population.8. Sample standard deviation is denoted by s, whereas population standard devi-ation is denoted by σ (sigma).9. This use of Roman 
hara
ters for sample and Greek 
har
ters for populationis standard.10. The sample standard deviation is slightly larger be
ause of the dependan
e onthe sample mean.11. Degrees of freedom (often n − 1) is an important statisti
 in any statisti
alstudy.12. Standard deviation 
omes as the square root of the varian
e.13. Standard deviation has the same units as the data so 
an be easier to under-stand.14. In general, the range of a sample is about four times its standard deviation(range rule of thumb).15. Three is the smallest sample size where standard deviation is meaningful.16. Varian
e is a primary statisti
, standard deviation is derived, be 
areful withpre
ision/a

ura
y.Probability & Distributions�pdf 4 May 23, 2010 
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8 PROBABILITY & DIST. LESSON 0. PREFACE AND STAT REVIEW0.6 Lesson 6: The Normal, Bell-shaped, GaussianDistribution1. The Normal Distribution has other names: Gaussian, Bell-shaped, andsometimes Error.2. Error distributions and many other phenomena tend toward a normal distribu-tion.3. The normal distribution is symmetri
.4. A standard normal distribution has an area of 1, mean of 0, and standarddev. (and varian
e) of 1.5. The empiri
al rule is based on the normal distribution of 68%-95%-99.7%of a data set being within 1, 2 or 3 standard deviations of the mean.6. IQ s
ores with mean of 100 and standard deviation of 15 are a 
ommon non-standard example.7. The thin parts of a distribution are 
alled tails (or sometimes wings).8. Statisti
s 
an be interested in one tail, the left tail or the right tail, or both(two tail).9. The Math & S
ien
e Center draws spe
ial edu
ation students from the uppertail of the IQ 
urve.10. Whereas Blossomland draws spe
ial edu
ation students from the lower tail ofthe IQ 
urve.11. In theory, the tails are of in�nite extent.12. In pra
ti
e, the tails are espe
ially di�
ult to measure.13. Chebyshev's Theorem (C.T.) applies to any distribution.14. C.T. guarantees that 1 − 1
K2 of the data is within K standard deviations ofthe mean, for K > 1.
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0.7. LESSON 7: MEASUREMENTS OF POSITION 90.7 Lesson 7: Measurements of Position1. z-s
ores indi
ate in units of standard deviation how far an element is from themean.2. Positive z-s
ores are above the mean; negative s
ores are below the mean.3. Thus the formula is z = (element - mean) / standard deviation.4. Traditionally, z-s
ores are rounded to two de
imal pla
es and are alsoknown as standard s
ores.5. z-s
ores make it easier to 
ompare s
ores with di�ering means/standard devia-tions.6. An example might be test s
ores (70, 15), IQs (100, 15), ACT (21, 4.7), andSAT (1020, 157).7. Data elements more (less) than 2 standard deviations from the mean are un-usual (ordinary).8. Data are ranked when arranged in [numeri
℄ order.9. The median divides a data set into a bottom half and a top half.10. Similarly, the three quartiles, Q1, Q2, and Q3 divide a data set into fourquarters.11. The left and right hinge 
orrespond with Q1 and Q3 respe
tively, but de�nitionnuan
es exist.12. Outliers are extreme values in a data set and are often 
lassi�ed as mild orextreme.13. An outlier is hard to de�ne, but should be easy to re
ognize.14. The interquartile range Q3 −Q1 is not sensitive to outliers.15. The semi-interquartile range: (Q3−Q1)/2 is another measure of dispersion.16. The midquartile (Q1 + Q3)/2 is another measure of 
entral tenden
y.17. The 9 de
iles: D1, D2, . . .D9 divide a data set into 10 parts.18. The 99 per
entiles: P1, P2, . . . P99 divide a data set into 100 parts.19. Q2, D5, and P50 are synonyms for median; There is no 100th per
entile.20. In the per
entile lo
ator formula: L = k·n
100

, L must be rounded UP (k isper
entile).21. The 10�90 per
entile range is another measure of dispersion: P90 − P10.22. The 5-number summary is: minimum, Q1, median, Q3, maximum.Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



10 PROBABILITY & DIST. LESSON 0. PREFACE AND STAT REVIEW0.8 Lesson 8: Summarizing and Displaying Data1. Frequen
y tables list data 
ategories/
lasses in one 
olumn and frequen
iesin another.2. Class limits are the largest or smallest numbers whi
h 
an a
tually belong toea
h 
lass.3. Class boundaries are the numbers whi
h separate 
lasses�halfway betweenthe limits.4. Class marks are the midpoints of the 
lasses.5. Equal 
lass widths are the di�eren
e between two 
onse
utive 
lass boundaries.6. Relative frequen
y tables use per
entages or de
imal fra
tions instead of
ounts.7. Cumulative frequen
y tables in
lude all o

uran
es less than the givenvalue.8. A histogram or bar graph/
hart uses the vert. axis for frequen
y and thehor. axis for 
lasses.9. The skewness of a sample/population should be
ome apparent.10. Relative frequen
y histogram uses relative frequen
y on the verti
al s
ale.11. An ogive (Oh Jive) is a 
umulative frequen
y polygon�the tops of where thebars would be are joined.12. A Pareto 
hart is a bar graph for qualitative data.13. Pie 
harts are yet another way to display relative proportions of a data set.14. Pi
tographs 
an be pretty but easily misleading.15. Stem-and-leaf diagrams are part of exploratory data analysis (EDA).16. Please omit: 
ommas, not stems, horizontal lines; and put your data in order.17. Rules for split/
ombined stems, multidigit leaves, should be reviewed.18. Plan to have between 5 and 20 stems (or 
lasses).19. A boxplot or box and whiskers plot visually displays the 5-number sum-mary.
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



0.9. LESSON 9: THE STUDENT T DISTRIBUTION 110.9 Lesson 9: The Student t Distribution1. Inferential statisti
s assumes a knowledge of des
riptive statisti
s.2. The test of a statisti
al hypothesis or hypothesis testing is fundamental toinferential statisti
s.3. Con�i
ting (mutually ex
lusive) hypotheses are formed.4. These may be simple (one value p = 1
2
) or 
omposite (p > 1

2
).5. One is the null hypothesis (H0), the other the alternative (Ha) hypothesis.6. Often one wants to reje
t the null and thus support the resear
h hypothesis.7. These hypotheses might be one-sided/-tailed/dire
tional (P > 1

2
) or two-sided/-tailed/non-dire
tional (when p 6= 1

2
). Establishing these is step one.8. Type I errors, false negatives, or reje
ting a true H0 is alpha (α).9. Type II errors, false positives, or reje
ting a true Ha is beta (β).10. Fixing a level of signi�
an
e (α = 0.05, for instan
e) is step two.11. Computing the test statisti
 is step three.12. Step four 
ompares the test statisti
s and reje
ts or fails to reje
t the nullhypothesis. Take 
are in wording your 
on
lusion.13. The Student t distribution was named for Gosset's psuedonym. t = x̄−µ

s/
√

n
.14. This Guinness Brewery 
hemist was disallowed publi
ation of his small samples.15. Degrees of freedom important (often n− 1). Margin of error 
ommonly used.16. The t test is fairly robust, but 
he
k for outliers and skewness if n < 15.17. For a two sample t test very small samples 
an be used.

Probability & Distributions�pdf 4 May 23, 2010 
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12 PROBABILITY & DIST. LESSON 0. PREFACE AND STAT REVIEW0.10 Lesson 10: Chi Square Goodness of Fit1. χ2 is a nonparametri
 test; normality and varian
e homogeneity is unimportant.2. χ2 is 
ontinuous, unimodal, always positive, the mean=ν, and varian
e=2ν.3. ν here are the degrees of freedom.4. If ν < 10 it is highly skewed to the right but with ν > 30 the normal 
an beused.5. Generally, we form observed-expe
ted, square it, and divide by the expe
ted.6. The sum is the χ2 whi
h 
an be 
ompared with table values.7. Identify standardized residuals: |O − E|/
√

E > 2 as major 
ontributors.8. Be sure you 
an 
he
k your M&M's against expe
ted.
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Probability & Dist. Lesson 1Fundamental De�nitions forProbabilityThe most important questions of life are, for the most part, really ques-tions of probability.∗ LaPla
eThis lesson sets the stage for subsequent lessons by de�ning the fundamentalterms used in probability, su
h as experiment, random experiment, event (both simpleand 
ompound), sample spa
e, out
omes, probability, fair, impossible, 
ertain, andrandom sample. We also introdu
e the �rst fundamental theorem of probability, orthe law of large numbers. We start with a short biography on a man 
alled by somethe father of probability.1.1 The Father of Probability: Girolamo CardanoCardano (1501�1576) is often referred to by his Latin name Cardan. He was theillegitimate son of a Milanean lawyer whom Leonardo da Vin
i 
onsulted regardingGeometry. His parents later married and lived together. Cardano learned mathe-mati
s from his father and be
ame his father's assistant. Later he studied medi
ine.He was outspoken, highly 
riti
al, and hen
e not well liked. Cardano squandered hisfather's inheritan
e but then turned to gambling to make a living. Sin
e he knew theodds better than his opponents, he tended to win more than he lost. However, thisaddi
tion robbed Cardano of many valuable years, money, and his reputation.Cardano re
eived a do
torate in medi
ine, and set up a pra
ti
e. At �rst he was notgiven membership in the College of Physi
ians (due to his birth status and reputation)in Milan whi
h limited his su

ess. After gambling losses for
ed him to pawn his wife'sjewelry and furniture, he obtain a le
turer position in mathemati
s and pra
ti
ed
∗Les questions les plus importantes de la vie ne sont en e�et, pour la plupart, que des problèmesde probabilité. 13



14 PROBABILITY & DIST. LESSON 1. FUND. DEF. FOR PROB.medi
ine on the side. Some near mira
ulous 
ures and good reputation resulted inhis 
onsulting for members of the College and then his membership. Following thishe gambled and played 
hess all day every day.However, Cardano did extensive work, with the help of others, on solving 
ubi
 andquarti
 fun
tions, whi
h he published. This in
luded the �rst work with imaginarynumbers. He rose to re
tor of the College of Physi
ians with the reputation of beingthe greatest physi
ian in the world. He had many o�ers and a

epted a professorshipof Medi
ine at Pavia.Cardano's eldest son se
retly married then poisoned a girl, after she repeatedly
u
kolded him. The son was arrested and exe
uted. Cardano himself was later im-prisoned for heresy and barred from university work. In addition to his 
ontributionsto algebra, he made important 
ontributions to hydrodynami
s, me
hani
s, and ge-ology. He published two en
y
lopædias of natural s
ien
e whi
h ranged over a broadspe
trum of topi
s. His 
ontributions to probability were the �rst to explore thistopi
. Supposedly, Cardano predi
ted his own exa
t date of death, but may haveunduely in�uen
ed the out
ome.
1.2 [Random℄ ExperimentAn experiment is a method by whi
h observations are made.A famous example of an experiment is when Benjamin Franklin, famous Ameri
anstatesman and s
ientist, determined whether ele
tri
ity is 
ondu
ted. The experimentinvolved �ying a kite in a thunder (and lightning) storm with a wire from the kiteto a key in a bottle. (Don't try this at home!) (Also, questions† have arisen as towhether or not he a
tually performed this experiment. It seems others did it earlier,only his son may have been present, and his journals don't support well this evento

urring.) The experimental method is now the basis of the s
ienti�
 method. Instatisti
s we often refer to a random experiment, one for whi
h there is no way oftelling beforehand what the out
ome will be.The a
t of rolling a fair die, �ipping an honest 
oin, or randomly sele
ting a 
ardfrom a de
k are all 
onsidered random experiments.An interesting part of mathemati
s is the use of 
ommon language to des
ribemathemati
al 
on
epts. One su
h example is the word event. Normally, event 
on-jures up images of spe
ial moments: the prom, banquets, fairs, weddings, births, . . ..

†http://www.s
ien
efriday.
om/pages/2003/Jul/hour2_070403.html
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4
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1.2. [RANDOM℄ EXPERIMENT 15In dealing with probability, event has a very pre
ise meaning.An event is the set of out
omes from a random experiment.A simple event is an out
ome whi
h 
annot be broken down.The sample spa
e is the set of all possible out
omes for a given experiment.
\ T HT TT HTH TH HHAs indi
ated above, �ipping an honest 
oin is a random experiment�one has noway beforehand of predi
ting the out
ome. The sample spa
e is a set whi
h 
ontainsall possible out
omes. For one �ip the possible out
omes are heads (H) or tails (T).For one �ip the sample spa
e 
ontains only these two out
omes. For two �ips the fourpossible out
omes are HH, HT, TH, or TT. Thus the sample spa
e is {HH, HT, TH,TT}, 
ontaining four elements. Noti
e the di�eren
e between the events HT (heads�rst) and TH (tails �rst). The out
ome of a single �ip is a simple event, whereas theout
ome from more than one �ip is a 
ompound event.Rolling a standard six-sided (fair) die on
e would have a sample spa
e with sixout
omes: {1, 2, 3, 4, 5, and 6}. Rolling a pair of di
e would have a sample spa
e ofsix times six (62) or 36 possible out
omes. Let's 
onstru
t below the sample spa
e ofrolling a pair of di
e. In ea
h grid lo
ation (square) we must pla
e both the indi
atedout
ome of the green AND the indi
ated out
ome of the red die.

\ 1 2 3 4 5 6123 (4,3)4 (3,4)56Noti
e that green=3 and red=4 di�ers from green=4 and red=3. These are likeordered pairs, with the �rst 
oordinate the horizontal 
omponent (green die) and these
ond 
oordinate the verti
al (red die). [Note: this 
onvention is in 
on�i
t with the
onvention of (row,
olumn). Please be sure to generate these 
onsistant with thosealready in the table.℄ Your homework will make further use of the out
ome of thea
tivity below by tying it in with the de�nition below. You will 
al
ulate variousprobabilities regarding the sum of pips (dots) on the two di
e.For some intera
tive web sites involving rolling‡ dies,§ �ipping¶ or spinning 
oins‖
‡http://www.irony.
om/igroll.html
§http://mrsimon.tripod.
om/Random.html
¶http://shazam.e
on.ub
.
a/flip/index.html
‖http://www.kinkaid.org/~jburne/Statisti
s/Spinning/Quarters.htmProbability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins
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16 PROBABILITY & DIST. LESSON 1. FUND. DEF. FOR PROB.
he
k out these links. Be forewarned, however, that if 
ards∗∗ or a roulette wheel areinvolved your internet sear
h is likely to lead you to gambling sites (
asinos) whoselegality on the web has been and is being 
hallenged due to its addi
tive†† nature andthose many lives whi
h have been ruined thereby.1.3 ProbabilityProbability is denoted by P and spe
i�
 events by A, B, or C. The shorthandnotation used to indi
ate the probability that event B o

urs is P (B).Empiri
al (Experimental) De�nition of Probability: P (A) = number of times
A o

urred divided by the times the experiment was repeated.Classi
al De�nition of Probability:
P (A) = number of event A out
omes divided by the size of the sample spa
e.The probability of something o

urring is related to its frequen
y. Spe
i�
ally,when a 
oin is �ipped twi
e in su

ession, in 1 of the 4 possible out
omes headsappeared both times. Thus the probability was 1

4
or 0.25. It is important to rememberthat the probability of A o

urring is less than or equal to one. We have ta
itlyassumed here that the probability of heads is equal to that of tails. Experimentshave been 
ondu
ted to test this. In su
h a 
ase, the probability would then be anexperimental rather than a theoreti
al result.An event with a probability of 0 is impossible.An event with a probability of 1 is 
ertain.

0 ≤ P (A) ≤ 1 for any event A.Probabilities for random events might be 
omputed exa
tly. In su
h 
ase weexpress them as fra
tions. Other probabilities are obtained by experiment and arethus approximations whi
h are typi
ally expressed to three signi�
ant digits unlessthere are 
ompelling reasons for more or less pre
ision. Probabilities are often givenas per
entages. In su
h a 
ase, 
ertainty 
orresponds with 100% and impossibilitywith 0%. When probabilities are expressed as per
entages, be sure to in
lude theper
ent (%) symbol.Probability 
an be approximated by frequen
y: P (A) = number of times A o

urreddivided by number of times experiment is repeated.We used the term fair above to des
ribe 
oins or dies yielding an equal likelihoodfor any out
ome. Thus a fair 
oin has a 50% of turning up heads and a 50% 
han
eof turning up tails. This is often expressed in terms of odds as 50 : 50. More on that
∗∗http://www.bjmath.
om
††http://www.gamblersanonymous.org
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4
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1.4. THE LAW OF LARGE NUMBERS 17in Lesson 4. Ea
h of the two out
omes is equally likely and thus had a probability of
1
2
. On rare o

asions a 
oin might end up on its side, but generally we ex
lude su
hevents from the set of out
omes we are 
onsidering, just as we generally 
onsider onlythe genders of male and female. We would thus expe
t a six sided die to have a 1

6probability for any fa
e to be on top. Again, the rare 
han
e of balan
ing on an edgeor 
orner will generally be ex
luded, as will be out
omes where the result 
annot bedetermined (su
h as the die falling into a bla
k hole or sewer grate).1.4 The Law of Large NumbersIf an experiment is repeated over and over, then the empiri
al probability approa
hesthe a
tual probability.The above statement is often stated as a theorem known as the Law of LargeNumbers. This is often 
alled the �rst fundamental theorem of probability. Deter-mining sample size is an exer
ise in optimizing tradeo�s in 
ost and a

ura
y. Largesamples should be more a

urate but will be more 
ostly, whereas smaller samples
ost less but provide less a

ura
y. Those who have not studied statisti
s tend tos
o� at the idea that a survey of only 1000 (0.001%) people in this 
ountry of 100million voters 
an give a good estimate of how many favor a parti
ular 
andidate orposition. Of 
ourse, if your sample is not random, biases will 
reep in, and a

ura
ywill su�er. Later lessons will explore these 
on
epts in greater detail.1.5 Random SampleIn a random sample ea
h element of the population has an equal 
han
e of being
hosen.The term random sample is also used to denote a 
olle
tion of out
omes thatwere sele
ted through a representative pro
ess. Random samples and the 
on
ept ofrandom sele
tion is very important to inferential statisti
s. Impartial and unbiasedsampling often requires 
areful and thoughtful planning. Su
h planning is extremelyimportant�bad sample design has delayed many a degree 
ompletion!

Probability & Distributions�pdf 4 May 23, 2010 
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18 PROBABILITY & DIST. LESSON 1. FUND. DEF. FOR PROB.Name S
ore1.6 Magi
 Square A
tivity: De�nitionsDire
tions: Mat
h the best (numbered) definition with a 
orresponding(lettered) probability term. On
e you have mat
hed several, put the numberin the proper spa
e in the magi
 square box. If the total of the numbers arethe same a
ross, down, and both diagonals, you may have 
orre
tly mat
hed allitems! You may not use your notes/books.Terms De�nitionsA. Experiment 1. S
ienti�
 Results.B. Random Experiment 2. Can't foretell out
ome.C. Simple Event 3. P (A) = 1.D. Compound Event 4. Repeated 
oin �ips.E. Out
omes 5. Set of all possible results.F. Event 6. Possible experimental results.G. Sample Spa
e 7. Out
ome 
annot be broken down.H. Impossible 8. Experimental results.I. Certain 9. Method by whi
h observations are made.10. P (A) = 0.
A B C
D E F
G H I

Magi
 number =
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



1.7. HOMEWORK FOR FUNDAMENTAL DEF. FOR PROB. AND DIST. 19Name S
ore1.7 Homework for Fundamental Def. for Prob. andDist.Using the red and green die roll out
ome tableyou generated in the le
ture notes, 
al
ulate theprobabilities for the following 
ompound events.1. The total pips on the top fa
es of two standard di
e is 11.2. The total pips on the top fa
es of two standard di
e is at least 11.3. The total pips on the top fa
es of two standard di
e is less than 11.4. The total pips on the top fa
es of two standard di
e is at most 11.5. The total pips on the top fa
es of two standard di
e is 7.6. The total pips on the top fa
es of two standard di
e is between 3 and 7, in
lusive.7. The total pips on the top fa
es of two standard di
e is stri
tly between 3 and 7.8. The total pips on the top fa
es of two standard di
e is between 2 and 12,in
lusive.9. The total pips on the top fa
es of two standard di
e is 1.10. The pips showing on the top fa
es of two standard di
e are 5 and 2.
Probability & Distributions�pdf 4 May 23, 2010 
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20 PROBABILITY & DIST. LESSON 1. FUND. DEF. FOR PROB.11. The green die has 5 and the red die has 2.12. The green die has 5 or the red die has 2.13. Either the green or the red die has a 5 or a 2.Assume 
ards are drawn from a normal (no jokers)52-
ard de
k and a
e is low.14. What term is used to des
ibe the a
t of randomly drawing any one 
ard?15. What is the 
ardinality of (how big is) the sample spa
e?16. How many out
omes are there where the event is �The 
ard is less than 6�?17. Cal
ulate P (the 
ard is less than 6).18. Cal
ulate P (the 
ard is red).19. Cal
ulate P (the 
ard is a king).20. Cal
ulate P (the 
ard is between 2 and 6, in
lusive).21. Cal
ulate P (the 
ard is the queen of spades).22. Cal
ulate P (the 
ard is a standard playing 
ard).23. Cal
ulate P (the 
ard is a joker).
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



Probability & Dist. Lesson 2Counting: Permutations andCombinationsBaseball is ninety per
ent mentaland the other half is physi
al. Yogi Berra∗In this lesson we introdu
e several rules used for 
al
ulating probabilities: multipli-
ation, addition, fa
torial, permutations, and 
ombinations. We explore some varia-tions on these themes when there are indistinguishable elements, arranged in a 
ir
le,and/or order doesn't matter. Repla
ement is introdu
ed.
2.1 Rigor into Cal
ulus: Cau
hyAugustin-Louis Cau
hy (1789�1857) of Fran
e 
ontributed rigor to mathemati
s.His le
tures and resear
hes in analysis during the 1820's 
lari�ed the prin
iples of
al
ulus by developing it with limits and 
ontinuity. His theory of 
omplex fun
tionsforms the basis of physi
s today. His theoreti
al work in opti
s provided a soundmathemati
al though physi
ally unsatisfa
tory basis for the supposed pervasive etherthought to 
ondu
t light. Cau
hy initiated the study of permutation groups, of whi
hRubik's Cube has many examples.

∗Yogi Berra was well known for non sequiturs su
h as the one used above for this lesson's quote.non sequiturs is Latin for �it does not follow.� Malapropisms (literally ill-suited) or phrases with aninappropriate word were also his forte. �It ain't over until it is over.� is perhaps his most famous.Yogi was the greatest 
at
her in baseball, playing for the Yankees from the mid-1940's into themid-1960's and then managed both a National League team (the Mets) and an Ameri
an Leagueteam (the Yankees) into a World Series. 21



22 PROBABILITY & DIST. LESSON 2. PERM. & COMBO2.2 Fundamental Counting RuleIn the previous lesson we put two or more simple events together to 
reate 
om-pound events. There are various ways of 
ombining su
h events. Spe
i�
ally, wemight ask the number of out
omes when event A OR event B o

urs, or we mightask the number of out
omes when event A AND then event B o

urs. The quantityof out
omes will be used as the numerator when we 
al
ulate the probability.Example: Assume you have 20 M&M R© brand 
andies as follows: 5 orange, 6yellow, 5 red, and 4 green. In one sele
tion, how many ways 
an you sele
t either 1orange or 1 yellow M&M R©? What is the 
orresponding probability?Answer: Of the 20 M&M's R©, 5 are orange and 6 are yellow. Hen
e 5+6=11 ofthe M&M's R© are yellow or orange. The probability of sele
ting a yellow or orangeM&M R© is 11/20=0.55.The M&M's R© are either one 
olor or another, hen
e getting a 
ertain 
olor ismutually ex
lusive of getting a di�erent 
olor�that is, no M&M's R© are rainbow-
olored, zebra-striped, or some shade su
h as orange-yellow or blue-green whi
h thusmight be judged di�erent 
olors by di�erent people. To 
larify further the meaningof mutually ex
lusive, let's say that only one or another event 
an o

ur, never bothat the same time.Example: Assume you have 20 M&M's R© 
olor distributed as above. If sele
tedwithout repla
ement, in how many ways 
an you sele
t two red ones in two sele
-tions? What is the 
orresponding probability?Answer: For the �rst sele
tion, �ve of the 20 M&M's R© are red. Sin
e we need toget two reds in only two sele
tions, we need only 
onsider this su

essful 
ase further,ignoring what happens if we do not get a red on this �rst sele
tion. For the se
ondsele
tion, only four red of the 19 M&M's R© remain. Hen
e there are 5 ·4 = 20 ways ofsele
ting two red M&M's R© in two sele
tions. The 
orresponding probability wouldbe: 5
20
· 4

19
= 20

380
= 1

19
or approximately 0.0526.The �rst example above (OR) will be dealt with further below. We will nowdis
uss the se
ond example (AND then). We studied in the last lesson repeated
oin �ips and die rolls. The size of our sample spa
e, that is the set of all possibleout
omes, was the produ
t of the set of possible out
omes for ea
h event: 2 · 2 = 4for two 
oin �ips and 6 · 6 = 36 for rolling two di
e.This is often referred to as the Multipli
ation Rule. It 
an only be applied ifthe events are independent. For more on that subje
t see the next lesson.If event A 
an o

ur in m possible ways and event B 
an o

ur in n possible ways,there are m · n possible ways for both events to o

ur.

n(A and then B) = n(A)× n(B)This is generally expressed as event A and then event B o

urring. This is anAND situation where both are performed. This 
al
ulation extends to three or more
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



2.2. FUNDAMENTAL COUNTING RULE 23events. For example, if event C 
an o

ur in o possible ways, there are m·n·o possibleways for these three events to turn out.Example: How many di�erent ways 
an parents have three 
hildren.Answer: For ea
h 
hild we will assume there are only two possible out
omes(thus negle
ting e�e
ts of extra X or Y 
hromosomes, or any other 
hromosomal/birthdefe
ts). The number of ways 
an be 
al
ulated: 2 · 2 · 2 = 8. These 
an be listed:GGG, GGB, GBG, GBB, BGG, BGB, BBG, BBB where G=girl, B=boy. We 
ouldhave just as well used the symbols 0 and 1: 000, 001, 010, 011, 100, 101, 110, 111.(Note that this is the same as 
ounting in base 2, the number of Y 
hromosomes.)This fa
t 
an be used to more easily list out
omes or to 
he
k for missing out
omes(exa
tly 4 have boy �rst, exa
tly 4 have boy se
ond, exa
tly 4 have boy last, et
).Another way to represent this information is in tree form with the bran
hes from ea
hnode representing the possibilities for the next event. Note that this 
an be
ome verylarge and thus listing or displaying the 
omplete sample spa
e is often impra
ti
al.See also Figure 2.1. Boy BBBBoy Girl BBGBoy Boy BGBGirl Girl BGGBoy GBBBoy Girl GBGGirl Boy GGBGirl Girl GGGFigure 2.1: Chart showing birth order possibilities for three 
hildren.This is often referred to as the Addition Rule.If event A 
an o

ur in m possible ways and event B 
an o

ur in n possible ways,there are m + n possible ways for either event A or event B to o

ur,but only if there are no events in 
ommon between them.
n(A or B) = n(A) + n(B)− n(A ∩ B).Be
ause often one works with non-overlapping events, you will �nd that the lastterm is 
ommonly omitted, but added later. It is better to learn the formula 
orre
tlythe �rst time and make a spe
ial 
ase when the interse
tion is indeed empty. An emptyinterse
tion might o

ur due to happenstan
e or it might o

ur be
ause the events
annot o

ur simultaneously, i.e. the events aremutually ex
lusive. In the M&M R©example above, the 
olor sele
tions were mutually ex
lusive.Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



24 PROBABILITY & DIST. LESSON 2. PERM. & COMBOWe already saw an example of overlapping events when we 
al
ulated the proba-bility of the green die having a 2 or the red die of having a 5. A 
areful inspe
ation ofthe diagram in the prior lesson indi
ates that although there are six out
omes wherethe green die has a 2 and six out
omes where the red die has a 5, we must be 
arefulnot to double 
ount the event where both the green die has a 2 and the red die hasa 5. There are thus only 11 not 12 
orresponding out
omes and the probability was11/36 or about 0.306.2.3 Fa
torial RuleThe fa
torial rule is used when you want to �nd the number of arrangements forALL obje
ts. Example: Suppose you have four 
andles you wish to arrange fromleft to right on your dinner table. The four 
andles are vanilla, mulberry, orange, andraspberry fragran
es (shorthand: V, M, O, R). How many options do you have?Solution: If you sele
t V �rst then you still have three options remaining. If youthen pi
k O, you have two 
andles to 
hoose from. You 
an 
ompute the number ofways to de
orate your table by the fa
toral rule: for the �rst 
hoi
e (event) you have4 
hoi
es; for the se
ond, 3; for the third, 2; and for the last, only 1. The total waysthen to sele
t the four 
andles are: 4! = 4 · 3 · 2 · 1 = 24.These types of problems o

ur frequently and 
an be summarized as follows.Fa
torial Rule: For n di�erent items, there are n! arrangements.Another word for arrangements is permutations. More 
ommonly this word isused as in the se
tion below when not all the obje
ts are arranged. Please re
all thatthe symbol ! is mathemati
al shorthand for fa
torial. n! = n · (n − 1)! and 1! = 1.Please also note that by de�nition and be
ause it makes these types of problemseasier, 0! = 1. 5! = 5 · 4 · 3 · 2 · 1 = 120, 4! = 24, 3! = 3 · 2 · 1 = 6, and 2! = 2.Try solving this exer
ise on your own: You need to study, pra
ti
e football, �xdinner, phone a friend, and go buy a notebook. How many di�erent ways 
an youarrange your s
hedule?2.4 PermutationsPermutation is another name for possible arrangements with SOME items froma given set. It is important to remember that order 
hosen or position arranged istaken into a

ount. Hen
e permutations are similar to anagrams.† Given below is
†http://www.mbhs.edu/~b
onnell/anagrams.shtml
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2.5. VARIATIONS ON PERMUTATIONS 25the ne
essary equation.
nPr = n!

(n−r)!
, where r is the number of items arranged from n elements.Example: How many ways 
an you arrange four �gurines from a set of seven?Answer: 7P4 = 7!
3!

= 7 · 6 · 5 · 4 = 840. Alternate solution: The �gurines 
anbe pla
ed as follows: 7 6 5 4 , whi
h is the same as the fa
torialnotation 7!
3!
.2.5 Variations on Permutations2.5.1 Permutations with Repeated ElementsIt often happens that obje
ts whi
h are virtually identi
al get arranged. Ourinability to distinguish between these items redu
es the number of possible permuta-tions by the number of ways these identi
al items themselves 
an be arranged.Example: the word MISSISSIPPI 
ontains 11 letters of whi
h 4 are S, 4 are I, and2 are P. If the S's, I's, and P's are distinguishable there would be 11! permutations.However, the 4 S's 
an themselves be arranged 4! di�erent ways as 
an the 4 I's. The2 P's have 2!=2 arrangements.Answer: Thus assuming these repeated elements are truly indistinguishable, thenumber of arrangements would be 11!

4!4!2!
= 11!

4!·4!·2! = 34650.2.5.2 Permutations on a Cir
leArrangements are also often made in a 
ir
le�we no longer have a left end and aright end. Now our �rst element pla
ed merely provides a point of referen
e insteadof having n 
hoi
es. Thus with n distinguishable obje
ts we have (n-1)! arrangementsinstead of n!.Example: Consider arranging the letters ABCD. There are 4!=24 su
h arrange-ments. If 
onsidered as a 
ir
ular arrangement there are but 3!=6 arrangements.Often in 
ir
ular arrangements only betweenness and not 
lo
kwise/
ounter
lo
kwiseis what matters. This further redu
es the arrangements by a fa
tor of 2.2.6 CombinationsCombinations are arrangements of elements without regard to their order orposition.
nCr = n!

r!(n−r)!
, where r is the number of items taken from n elements.Note that these numbers are the same as those in Pas
al's Triangle, the binomialProbability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



26 PROBABILITY & DIST. LESSON 2. PERM. & COMBOformula, and the binomial distribution. Those less than about four digits shouldbe
ome very familiar.Example: You have �ve pla
es left for stamps in your stamp book and you haveeight stamps. How many di�erent ways 
an you sele
t �ve?Answer: 8!
5!3!

= 8·7·6
3·2 = 56.Think of putting them in slots, the �rst has eight 
hoi
es, the next slot has seven
hoi
es and so forth as demonstrated.8 7 6 5 4Ea
h 
ombination of 
hoosing 5 out of the 8 has permutations of its own. The�ve 
an be arranged in the following ways:5 4 3 2 1Thus there are 8!

3!·5! = 8C5 = 56 ways to sele
t �ve of eight, but 6720 (8P5) waysto arrange �ve of eight.2.7 Sampling with/without Repla
ementSampling 
an be done with repla
ement or without repla
ement. When done withrepla
ement, the sele
ted obje
t is put ba
k before the next obje
t is sele
ted. Whendone with repla
ement, the events remain independent of ea
h other, whereas if donewithout repla
ement, they be
ome dependent. More on that in the next lesson.
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2.8. QUIZ OVER PERMUTATIONS AND COMBINATIONS 27Name S
ore2.8 Quiz over Permutations and CombinationsClosed book/notes Group. Show Work!For problems 1�3, assume three unbiased 
oins are flipped and they landeither fa
e up (heads) or fa
e down (tails) with equal probability (1
2
).1. What is the sample spa
e? (Not how big is the set, the a
tual set itself.)2. What is the probability of getting all heads or all tails?3. List all possible ways of getting exa
tly 1 head.4. Assume 4 standard 6-sided dies are rolled and ea
h side has an equal probabilityof fa
ing up (1

6
). What is the probability of the pips totals 5? Be sure to showyour work.5. Freddy Fad has 7 Aber
rombie shirts and 5 Lee jeans. In how many di�erentways 
ould he sele
t a shirt-jeans 
ombination?For problems 6�7 assume the following information. At the MSC weekendreading ra
e there were 10 math books and 14 s
ien
e books to 
hoosefrom.6. In how many di�erent ways 
ould a student sele
t a s
ien
e and then a mathbook?7. In how many di�erent ways 
ould a student sele
t a math and then another(di�erent, i.e. done without repla
ement) math book?For problems 8�9 assume identi
al letters are indistinguishable.8. How many di�erent permutations are there in the letters of: WILLIE?9. How many di�erent 
ir
ular permutations 
an be made from: CUCUMBER.10. Cal
ulate the average growth rate for a portfolio with 
onse
utive annual inter-est rates: −15%, 25%, 35%, −10%, 20%.11. Cal
ulate by hand, showing your work, the following: 9C5 and 9P2.12. In a 
lass of 28 students, 6 are left-handed, and the rest right-handed. If 9people are sele
ted at random from this group, what is the probability that: 2are left-handed and 7 are right-handed? Show your set up!Probability & Distributions�pdf 4 May 23, 2010 
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28 PROBABILITY & DIST. LESSON 2. PERM. & COMBOName S
ore2.9 Homework for Counting: Permutations and Com-binations1. Imelda Mar
os has 2003 pairs of shoes. In how many di�erent ways 
an shesele
t a left shoe then a right shoe?2. S
anti Lee Clad has 15 short shorts and 11 sleeveless blouses. In how manydi�erent ways 
ould she sele
t a shorts-blouse 
ombination.3. Lisa visits Pet Refuge and �nds 21 dogs and 13 
ats she likes. In how manyways 
ould she sele
t either one dog or one 
at? In how many ways 
ould shesele
t both one dog and one 
at?4. The MSC summer reading list 
ontains 12 s
ien
e books and 15 math books.(a) In how many di�erent ways 
ould a student sele
t either one s
ien
e or onemath book?(b) In how many di�erent ways 
ould a student sele
t one s
ien
e and thenone math book?(
) In how many di�erent ways 
ould a student sele
t one math and then ase
ond math book?5. Fix Or Repair Daily manufa
tures light tru
ks with three di�erent body styles,�ve di�erent 
olors of paint, and six di�erent interior 
olors. Compare thenumber of tru
ks ne
essary to exhibit an example of ea
h with the number ofpossible varieties.6. Be
ause of a two hour fog delay only 8 sophomores showed up for math 
lass.Thus the students sit in two table groups of four students ea
h. (Assume ea
h
hair gets numbered from 1 to 8.)(a) In how many di�erent ways 
ould a student be sele
ted to o

upy 
hair 1?(b) After 
hair 1 is o

upied, how many di�erent ways are there of seatingsomeone in 
hair 2?(
) In how many di�erent ways 
ould 
hair 1 and 
hair 2 be �lled?(d) If 
hairs 1 and 2 are o

upied, how many ways 
ould 
hair 3 be �lled?(e) In how many di�erent ways 
ould 
hairs 1, 2, and 3 be �lled?(f) In how many di�erent ways 
ould all eight 
hairs be �lled?
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



2.9. HOMEWORK FOR COUNTING: PERMS & COMBOS 297. Telephone numbers in the United States and Canada have three groups of digitswhi
h meet 
ertain requirements:
• Area Code: 3 digits, the �rst of whi
h is neither 0 nor 1.
• Ex
hange: 3 digits, the �rst of whi
h is neither 0 nor 1.
• Line Number: 4 digits, with 0000 disallowed.(a) How many possible area 
odes are there?(b) How many possible ex
hanges are there?(
) How many possible line numbers are there?(d) How many valid 10-digit phone numbers are there?(e) What is the probability that a random 10-digit number is a valid phonenumber?8. What is the probability that a 
ard drawn at random from a shu�ed de
k of52 normal playing 
ards is a Heart or a Fa
e 
ard? Be sure to avoid double
ounting!9. In how many ways 
ould you arrange the following?(a) Four notebook se
tions from a set of six se
tions?(b) Ten homeworks from a set of twelve homeworks?(
) Five tests from a set of eight tests?(d) All 20 questions from a set of 20 questions?10. How many arrangements 
an be made from the 26 letters in the English alphabetby using:(a) 2 di�erent letters?(b) 3 di�erent letters?(
) 4 letters without repla
ement?(d) 4 letters with repla
ement?11. Fourteen people try out for a baseball team. In how many di�erent ways 
ouldthey sele
t:(a) the pit
her and then the 
at
her?(b) the three out�elders, after the pit
her and 
at
her have been sele
ted?(
) the four in�elders (1st, 2nd, SS, and 3rd), after the other �ve teammembershave been sele
ted?Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins
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30 PROBABILITY & DIST. LESSON 2. PERM. & COMBO12. Tea
her Thelma says �You may work these �ve problems in any order you
hoose.� There are 30 students in the 
lass. Is it possible for all 30 students towork the problems in a di�erent order? Justify your answer. Don't just answeryes or no.13. A 6-letter permutation is sele
ted at random from the letters UNITED. Whatis the probability that:(a) The third letter is �I� and the last letter is �T�?(b) The se
ond letter is a vowel and the third is a 
onsonant?(
) The se
ond and third letters are both vowels?(d) The se
ond letter is a 
onsonant and the last letter is �E�?(e) The se
ond letter is a 
onsonant and the last letter is �T�?14. Six girls start playing a volleyball game.(a) In how many ways 
ould the six positions be �lled?(b) In how many ways 
ould the six positions be �lled, if Nikki must be server?(
) If the positions are sele
ted at random, what is the probability that Nikkiwill be server?(d) Express the probability in part 
 above as a per
entage.15. Twelve sophomores line up for a �re drill.(a) How many possible arrangements are there?(b) How many arrangements have David and Steph next to ea
h other?(
) If they line up at random, what is the probability that David and Stephwill be next to ea
h other?16. How many di�erent permutations are there in the letters of: BUBBLES?17. How many di�erent permutations are there in the letters of: DENNIS?18. How many di�erent 
ir
ular permutations 
an be made from: ARITHMETIC.19. How many di�erent ways 
an �ve boys and �ve girls sit alternately around amerry-go-round?20. Four boys and four girls hold hands in a 
ir
le, with boys and girls alternating.In how many di�erent ways 
an they be arranged, if it doesn't matter whi
hside someone is on?
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Probability & Dist. Lesson 3Independen
e, Complementary Rule,et
.Life 
onsists not in holding good 
ards,but in playing those you hold well. Josh BillingsThis lesson di�erentiates between dependent and independent events, de�nes 
om-plementary events, dis
usses the rules for 
omplements, in
luding the �at least one�situation, and dis
usses Bayesian Statisti
s, a type of statisti
s poised to fundamen-tally revise our approa
h to statisti
s in years to 
ome.3.1 Father of Inverse Probability: Thomas BayesThomas Bayes (1702�1761) was a 18th 
entury English Presbyterian minister (andstatisti
ian) who said that probabilities should be revised when we learn more aboutan event. Sin
e Thomas Bayes's father was a Non
onformist, Thomas attended theUniversity of Edinburgh where he studied logi
 and theology, thus avoiding goingoverseas. When he studied mathemati
s isn't 
lear, re
ords about his early life ares
ar
e. He served as a pastor with his father before getting his own 
hur
h. Along withother publi
ations, his essay on probability was published posthumanously. Althoughhis 
on
lusions were a

epted by Lapla
e in 1781, they were 
hallenged by Boole andhave remained 
ontroversial ever sin
e. Bayes also noted the role systemati
 errors
ould play whi
h didn't redu
e your un
ertainty the way repeated measurementsredu
ed random measurement errors.Bayesian probability is now a �avor or interpretation of probability based on par-tial information instead of 
omplete information about a distribution. Bayes himselfmight not fully appre
iate how his name has been applied to this. A 
ommon appli-
ation now of Bayesian statisti
s is for 
lassifying e-mail as spam or not spam. Filtersto make su
h judgements have to learn or adapt their behavior based on in
ompleteinformation. An example would be the distribution of bla
k and white balls in an31



32 PROBABILITY & DIST. LESSON 3. IND., COMPLE. RULE, ETC.urn. The probability of drawing a bla
k ball before any are drawn would be a forwardprobability question. The distribution of bla
k balls after one or more balls have beendrawn is an inverse probability question.3.2 Dependent vs. IndependentWhen working with the multipli
ation rule, keep in mind whether or not theevents are independent. Independent events are those that do not a�e
t ea
hother. Otherwise the events are dependent. P (B|A) represents the probability of
B o

urring after A has already taken pla
e. This is known as the 
onditionalprobability. It is sometimes read: the probability of B, given A.
P (A and B) = P (A) · P (B) if [and only if℄ A and B are independent.
P (A and B) = P (A) · P (B|A) if A and B are dependent.Sometimes the probability of A and B o

urring (P (A and B)) is given, but thequestion asks for the probability of B o

urring after A. All that requires is solvingthe algebrai
 equation, P (A and B) = P (A) · P (B|A) for P (B|A), the 
onditionalprobability.Tree diagrams are a method of double 
he
king your work when the sample spa
eis small.Example: A 
ouple plans on having 3 
hildren. What is the probability of themhaving two boys and one girl?Answer:In Figure 2.1 there are three di�erent ways to have two boys and one girl. Thusthe probability is 3/8 or 0.375. One 
an also think of the only girl being born �rst,se
ond, or third. We 
an do it in a di�erent way: P (GBB) + P (BGB) + P (BBG) =
1
2
· 1

2
· 1

2
+ 1

2
· 1

2
· 1

2
+ 1

2
· 1

2
· 1

2
= 1

8
+ 1

8
+ 1

8
= 3

8
. Of 
ourse, those of us who have donethis awhile immediately think in terms of Pas
al's Triangle and nCr!Example: What is the probability of rolling a die twi
e and getting two sixes?Answer: P (6) · P (6) = 1

6
· 1

6
= 1

36
≈ 0.0278.3.3 Complementary EventsIn Geometry, 
omplementary angles summed to 90◦�these angles together 
ompletea right angle. Another widely used meaning is that 
omplement is opposite, or thenegation of something. In probability, the 
omplement of event A are the out
omeswhi
h do NOT have event A o

urring. The notation of the 
omplement of A is a hor-izontal bar over A (A). Please note that this spelling and meaning for 
omplementis distin
t from 
ompliment whi
h means a formal expression of esteem, respe
t,a�e
tion, or admiration.
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3.4. AT LEAST ONE 33Example: A lo
al theater group is planning to give away a season ti
ket via ara�e. Eighty women dropped their ti
ket stubs in the bu
ket while only 35 men did.What is the probability of the winning ti
ket not going to a woman?Solution: Thirty-�ve men dropped their stubs of the 115 total ti
kets. P (not gettinga woman) = P (man) = 35/115 = 7/23 ≈ 0.304.3.4 At Least OneUsing the 
omplementary rule with the multipli
ation rule, one 
an �nd the prob-ability of at least one event being what we want. At least one means the same as oneor more. The 
omplement of one or more is none. So the multipli
ation rule is usedto �nd P (none) and then take the 
omplement of it.
P (at least one) = 1− P (none).Example: A person deals you a new �ve 
ard hand. What is the probability ofhaving at least one heart?Solution: P (at least one heart) = 1 - P (none) = 1− 13C0×39C5

52C5
= 1− 39

52
38
51

37
50

36
49

35
48
≈

1− 0.222 = 0.778. Just think how long it would have taken if instead you 
al
ulatedthe probabilities for getting one heart, two hearts...!Please note, the method used above for 
omputing none is very general and notwell nor widely do
umented. I'm referring spe
i�
ally to the expression: 13C0×39C5

52C5
.This expression is saying of the 13 hearts we 
hoose 0, whereas of the other 39 
ardswe 
hoose 5. These two items are multipied together then divided by the numberof ways to 
hoose 5 
ards from 52. Thus to 
al
ulate the probability for gettingone heart would be: 13C1×39C4

52C5
. (More on this in the se
tion on the hypergeometri
distribution.)3.5 Rules of ComplementAs we have seen before, the probability of something 
ertain to o

ur (o

urring100% of the time) is one. Using the addition rule for P (A) and P (A), whi
h aremutually ex
lusive be
ause A and A 
annot o

ur at the same time and knowing allthat is not in A is in A, we end up with P (A) + P (A) = 1.

P (A) + P (A) = 1 P (A) = 1− P (A) P (A) = 1− P (A)Example: A farmer expe
ts to bring 80% of a �eld of wheat to market. Howmu
h of the wheat is lost by various means of destru
tion?Solution: 20% is destroyed by mi
e, drought or other means. Remember thatper
entages are equivalent to probabilities: 80% = 0.80 = P (A). Thus P (A) =

1− 0.8 = 0.2 = 20%.Probability & Distributions�pdf 4 May 23, 2010 
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34 PROBABILITY & DIST. LESSON 3. IND., COMPLE. RULE, ETC.3.6 Bayesian Statisti
s and Bayes' TheoremBayesian statisti
s is very mu
h in vogue and is 
onsidered by some a di�erent��avor� of statisti
s. Spe
i�
ally, �forward probability� problems, like 
al
ulating theprobability of pi
king green so
ks given the number of various 
olors in a so
k drawerhad been solved. He addressed the 
onverse problem, given that so many so
ks havebeen drawn, what is the likely 
olor distribution of remaining so
ks. His Bayes'Theorem, also known as Bayes' Rule, helped answer su
h a problem posed byde Moivre, with whom some spe
ulate he studied.Many medi
al tests give what are known as false positives. Bayes Theorem is
ommonly used in paternity suits to 
al
ulate the probability that a defendant reallyis the father of a 
hild, given test results whi
h support su
h a 
on
lusion. Su
h testsmade re
ent headlines in the 
ases of Anna Ni
ole Smith's daughter (Feb. 2007) andalso the Fundamental Chur
h of Jesus Christ of Latter Day Saints (April 2008).One 
ase of his theorem is as follows:
P (A|B) =

P (A) · P (B|A)

(P (A) · P (B|A) + P (A) · P (B|A))Example: Suppose two fa
tories produ
e tires with 60% at fa
tory A (P (A) =

0.6) and 40% at the other (P (A) = 0.4). Suppose further that defe
t rates di�er:35% for Fa
tory A (P (B|A) = 0.35), and 25% for the Fa
tory B (P (B|A) = 0.25).Solution: The probability a defe
tive tire 
ame from fa
tory A is as follows:
P (A|B)=(0.60)(0.35)

(0.60)(0.35)+(0.40)(0.25)
≈ 0.677.Example: Suppose Lyme disease has a prevalen
e of 0.00207 in the population.Thus 0.99793 do not. 93.7% of those with Lyme disease test positive, but 6.3% givefalse negatives. 3% of those without the disease test positive (false positives),thus 97% of those without the disease test negative. We use Bayes' Theorem to
al
ulate the probability that someone who a
tually tested positive had the disease.For more on these types of errors see Se
tion 13.3.a
tual\test test=yes test=nohas LD real positive 93.7% false negative 6.3%not have LD false positive 3% real negative 97%Solution: (0.937)(0.00207)

(0.937)(0.00207)+(.03)(.99793)
= 0.06085. It should be 
lear that the propor-tion of false positives and false negatives make these test results di�
ult to interpret!(Amer. J. of Clini
al Pathology (1993)).
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3.7. HOMEWORK FOR COMPLEMENTS AND BAYES 35Name S
ore3.7 Homework for Complements and Bayes1. Showing your hand work, 
al
ulate the following arrangements (see Se
tion 2.4):(a) 5P3.(b) 6P4.(
) 9P3. (d) 10P4.(e) 9P9.2. Showing your hand work, 
al
ulate the following 
ombinations (see Se
tion 2.6):(a) 5C3.(b) 6C4.(
) 9C3. (d) 10C4.(e) 9C9.3. Cal
ulate the number of di�erent 5-
ard poker hands that 
an be formed froma 52 
ard de
k.4. Cal
ulate the number of di�erent 13-
ard bridge hands that 
an be formed froma 52 
ard de
k.5. A set 
ontains six elements. How many subsets are there with 0 elements? 1element? 2 elements? ... 6 elements? Total subsets?6. In a 
lass of 24 students, 7 are left-handed, and the rest right-handed. If 8people are sele
ted at random from this group, what is the probability that(a) 3 are left-handed and 5 are right-handed?(b) all are right handed?(
) all are left-handed?(d) Etan & Mij, two of the left-handers, are sele
ted?7. A three year old tears the labels o� 12 soup 
ans on her mother's shelf. Hermother knows there were 3 
ans of tomato and 9 
ans of vegetable. The mothersele
ts 4 
ans at random.(a) What is the probability that exa
tly 1 of the 4 
ans is tomato?(b) What is the probability that none of the 4 
ans are tomato?(
) What is the probability that at least 1 of the 4 
ans is tomato?Probability & Distributions�pdf 4 May 23, 2010 
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36 PROBABILITY & DIST. LESSON 3. IND., COMPLE. RULE, ETC.8. The diagonals of a 
onvex polygon are made by 
ombining verti
es two at time.However, some of the 
ombinations are sides not diagonals. How many diagonalsare there in a 
onvex(a) pentagon?(b) heptagon? (
) heptade
agon?(d) n-gon? Simplify/generalize youranswer.9. Dee Moni
 is a regular 
ustomer at the Red Hot Pepper. The manager �guresDee's probability of ordering hash browns is 0.7; and eggs 0.55. What is theprobability that (assume independent):(a) She does not order hash browns?(b) She does not order eggs?(
) She orders neither hash browns nor eggs?(d) She orders hash browns and eggs?(e) She orders either hash browns, or eggs, or both?10. Lois Pass has the following probability of passing various 
ourses: Chemistry,80%; Algebra II, 75%; Computer Programming, 90%. What is the probabilityof (assume independent)(a) passing all 3?(b) failing all 3? (
) passing at least 1?(d) passing exa
tly 1?11. Untied Harried Lines �ies twin-engine airplanes on its routes. Lab tests showthat any one engine has a 0.01 probability (1%) of failure during any parti
ular�ight.(a) If the engines operate independently, what is the probability both fail?(b) Re
ords show both engines fail with probability of 0.001. What is theprobability that the se
ond engine will fail after the �rst has already failed?(
) Based on part (b) above, do the engines operate independently?12. Three programmers are given a program whi
h they work on independently(while o

asionally playing intera
tive games). The probability of ea
h pro-grammer 
ompleting a working program by the end of the day are 1/4, 2/5,and 1/5, respe
tively. Find the probability that at least one working programwill be available by the end of the day. (Bonus: Find the probability that onlyone working program will be available by the end of the day.)
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Probability & Dist. Lesson 4What are the Odds?A taste for the abstra
t s
ien
es . . . and . . . the mysteries of numbers isex
essively rare: . . . But when a person of the sex whi
h . . .en
ounter[s℄in�nitely more di�
ulties . . . to familiarize herself with these thorny re-sear
hes, su

eeds nevertheless in surmounting these obsta
les . . . then shemust have the noblest 
ourage, quite extraordinary talents, and superiorgenius. GaussIn this lesson we explore odds, a variant method of expressing probability.4.1 Against all Odds: Mathemati
ian GermainSophie Germain (1776�1831) was born to a middle-
lass Fren
h mer
hant familyin Paris, Fran
e. At age 13, the start of the Fren
h revolution, she read aboutAr
himedes being so absorbed in his mathemati
s that he ignored the Roman soldierwho killed him. This 
onvin
ed her mathemati
s must be very interesting. However,her parents dis
ouraged her by taking away all her 
andles and night 
lothes.Germain was very interested in the tea
hings of Lagrange and submitted papersand assignments under the pseudonym∗ Monsieur Le Blan
. Lagrange was so im-pressed that he asked to meet and hen
e she was for
ed to reveal her identity. In1804 she began 
orresponding with Gauss using the same pseudonym. With theNapoleoni
 wars she worried that Gauss might die as Ar
himedes did and wrote herfriend the general to personally ensure his safety. The general explained to Gaussthat he owed his life to Lady Germain, but he said he had never heard of her. Shethen wrote admitting her gender. He responded eloquently as quoted in part above.Germain entered the Fren
h A
ademy of S
ien
es's 
ontest several times beforewinning in 1816 with studies on vibrations. She was the �rst female, ex
ept member
∗A
tually, a stolen identity! The failing student left the new E
ole Polyte
hni
 in Paris.37



38 PROBABILITY & DIST. LESSON 4. WHAT ARE THE ODDS?wives, to attend their sessions. Germain's major 
ontributions were in number the-ory, a subje
t Gauss wandered away from over time. She made progress on provingFermat's Last Theorem false for the n = 5 
ase. She also studied Sophie Germainprimes, primes p where 2p + 1 is also prime.†In 1830 the University of Göttingen, at Gauss's prompting, agreed to award anhonorary degree to her, but she died of breast 
an
er before it 
ould be 
onferred.4.2 Odds Against/Odds in FavorOdds against is a ratio of the probability of A not o

urring to the probability of
A o

urring.A typi
al method of 
al
ulating this would be P (A) to P (A), where P (A) is theprobability of A not happening and P (A) is the probability of A happening. Thesemight possibly be expressed as a fra
tion, but beware that odds are not probability.Noti
e that if these probabilities are expressed as fra
tions, the denominators of both
ould be the same and 
ould represent the number of out
omes in our sample spa
e,if unredu
ed.The odds in favor/for is the �re
ipro
al� of the odds against: P (A) to P (A).Odds against or odds in favor [of℄ are sometimes left unredu
ed, but are typi
allyredu
ed with a �denominator� of 1. They are most 
ommonly expressed in the form
a : b or a to b. When one says you have a 50:50 
han
e of getting heads, this isa typi
al statement of odds, but 
an also be interpretted as saying you have a 50%
han
e of winning and a 50% 
han
e of losing.Example: Baseball and most su
h sports 
ommonly use probabilities and notodds. Batting average, or hits per at bat, would be a typi
al example. Given abatting average of 0.250 and a third of those hits being for extra bases (0.083), whatare the odds against getting a hit, getting an extra base hit, or the odds of a hit beingfor extra bases?Solution:The odds against getting a hit would be 0.750 to 0.250 whi
h redu
esto 3 to 1. The odds of [/against℄ getting an extra base hit would be 0.917 to 0.083or, using the original information or three signi�
ant �gures, 11 to 1. The odds of[/against℄ a hit being for extra bases would be 0.167 to 0.083 or 2 to 1.Odds are 
ommonly used in gambling. Some 
ommon appli
ations might be horse-ra
ing, the lottery, or the roulette wheel. Assume a typi
al Ameri
an-style roulette

†Examples: 2, 3, 5, 11, 23, 41, 53, 83, 89, . . .. Like twin primes, it is not known if there arean in�nite number of Sophie Germain primes. Sophie Germain primes > 3 are all of the form
5 mod6, never 1 mod6. The number of Sophie Germain primes less than n is about 2C2·n

(log
e

n)2 , where
C2 =

∏

p≥3

p(p−2)
(p−1)2 ≈ 0.660161 is the twin prime 
onstant.
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4.3. POINTS SPREAD 39wheel numbered 00 and 0 to 36. (European-style roulette wheels do not have the00 and thus give better odds.) We would say the odds against sele
ting the 
orre
twinning slot would be 37 to 1. The odds in favor would be 1 in 37.Although the use of odds makes it easier to deal with money ex
hanges result-ing from gambling, odds are awkward to use in 
al
ulations. That is why they are
onverted into probabilities when, for example, applying the multipli
ation rule for
ombining independent events.The odds against an event represent the ratio of net pro�t to the amount bet.Example: What is the event probability and net pro�t for a bet whi
h pays 50:1?Solution: More than likely these are odds against sin
e it was not spe
i�ed. Ifyou bet $2, your net pro�t would be $100. That is, you would 
olle
t a total of $102.The 
orresponding probabilities would be 1/51.Example: What would be the odds against rolling a total of 4 using three regularsix-sided di
e.Solution: There is but one way to roll a three (all dies showing ones), but thereare three ways (any die shows two, the others show one) of getting the total of four.There are 63 or 216 di�erent out
omes. The odds against would be 216 − 3 to 3 =213 to 3. This would be more typi
ally expressed as 71 to 1.To say one has long odds would mean it is unlikely (say, 10 to 1 or 100 to 1).Example: A 1990's study of over 527,845 birth re
ords noted that the adjustedodds ratio for risk of preterm birth at < 35 weeks of gestation in
reased as follows:white mother/bla
k father: 1.28 [95% CI, 1.13, 1.46℄; bla
k mother/white father: 2.10[95% CI, 1.68. 2.62℄; bla
k mother/bla
k father: 2.28 [95% CI, 2.18, 2.39℄ and waseven higher for extreme preterm birth (< 28 weeks of gestation) in pregnan
ies witha nonwhite parent.‡4.3 Points SpreadProfessional football now uses points spread as a way of assigning who is fa-vored to win/lose any given game. These are not odds. These are not probabilities.Converting them into probabilities might be an interesting proje
t. A typi
al ques-tion might indi
ate that the Titans are favored by 3 points to win. The Bron
os arefavored by −10.5 points (i.e. expe
ted to lose to) over the 49'ers. The Bengals areexpe
ted to lose by 6 points. And the Chiefs are favored by 2.5 points. What isthe probability of a 
ertain 
ombination of winning and losing o

urring? This was aquestions posed by a reporter about De
. 27, 2006 and seems fairly di�
ult to answer.Any insights would be appre
iated.
‡Paternal ra
e is a risk fa
tor for preterm birth. Ameri
an Journal of Obstetri
s and Gyne
ology,Vol. 197, Issue 2, Pages 152.e1�152.e7. Palomar, et al.Probability & Distributions�pdf 4 May 23, 2010 
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40 PROBABILITY & DIST. LESSON 4. WHAT ARE THE ODDS?Name S
ore4.4 Quiz over ProbabilityOpen book/notes Individual. Show Work!1. How large is the sample spa
e if two 6-sided dies are rolled?2. What term is used to des
ribe a s
ienti�
 situation where the out
ome is un-known in advan
e?3. What is the possible range for probabilities.4. What does it mean for two events to be mutually ex
lusive?5. What is the probability, drawing one 
ard from a standard de
k of 52 playing
ards, of it being a heart or a
e?6. Cal
ulate by hand, showing your work, the following permutation: 8P3.7. In a box of twelve Easter 
ho
olates, three are bunnies. If 4 
ho
olates aresele
ted at random from this box, what is the probability that two and onlytwo are bunnies?8. Leo Lazeee has the following (independent?) probability of 
ompleting home-works: Computers: 90%, Algebra II: 80%; Chemistry: 70%. What is the prob-ability of Leo 
ompleting at least 1 homework? Bonus: Only one?9. What are the odds against rolling a yahtzee (all �ve dies the same) on one rollof �ve dies.10. How many di�erent permutations 
an be made from: JESSICA.
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4.5. HOMEWORK FOR ODDS IN FAVOR/AGAINST 41Name S
ore4.5 Homework for Odds in Favor/AgainstComplete the following with a short answer.1. The against Real Quiet winning are posted as 3:1.
2. That 
orresponds to a of 1

4
or 25%.

3. The odds Real Quiet winning are then 1:3.
4. The use of odds makes it easier to deal with the money ex
hanges that resultfrom .
5. For , the odds against an event represent the ratio of net pro�t tothe amount bet.
6. Odds against event A o

urring is the P (A)/P (A).
7. Odds are expressed in the form a : b where a and b are integers, usually havingno 
ommon .
8. There is no easy rule for 
al
ulating odds when 
ombining inde-pendent events.

Probability & Distributions�pdf 4 May 23, 2010 
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42 PROBABILITY & DIST. LESSON 4. WHAT ARE THE ODDS?Cal
ulate the odds in favor and the odds against ea
h event given. Assumeregular, fair six-sided di
e, an Ameri
an-style roulette wheel (38 positionsnumbered 00 and 0 to 36), standard 
ard de
k (52 
ards in 4 suites, nojokers), et
. Be sure to label whi
h is whi
h.9. Rolling a di
e total of 30 with 5 di
e.10. Rolling a di
e total of 29 with 5 di
e.11. Being dealt a 4 
ard hand of 
ards, all being a
es.12. Being dealt a 5 
ard hand of 
ards, none of whi
h are a
e or fa
e 
ards. (Expressthis �rst using 36C5 and 52C5, rewrite it using fa
torials, expand these fa
torialsbut 
an
elling 
ommon terms, then 
an
el 
ommon fa
tors. I.e. redu
e thesesymboli
ally, without your 
al
ulator, showing your work.)13. The roulette number sele
ted is prime (remember, one is not prime).14. The roulette number sele
ted is green (the 00 or the 0).15. The roulette number sele
ted is red (half those not 00 nor 0).16. Suppose you go to the ra
e tra
k and see the following odds [against℄ posted.Cal
ulate the 
orresponding probabilities. White (2 to 1); Bla
k (3 to 1); Blue(5 to 1); and Green (11 to 1).17. For the odds in the previous problem, sum the probabilities.
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Probability & Dist. Lesson 5Simulating ExperimentsIf you're trying to train a pilot, you 
an simulate almost the whole 
ourse.You don't have to get in an airplane until late in the pro
ess. Roy RomerFinding the 
orre
t probabilities of events may be di�
ult to do. At times the
orre
t results may seem to be wrong. The use of simulation 
an be of great bene�t bysaving both time and money over the alternative of solving the problem by applyingonly the abstra
t prin
iples of probability theory. We de�ne a simulation as follows.A simulation of an experiment is a pro
ess that behaves the same way as theexperiment, so that similar results are produ
ed.Computer simulations are now so pervasive that we don't give them mu
h thought,for example, weather fore
asting. One of the �rst 
omputer simulations was for theManhattan Proje
t during World War II.5.1 The Father of the A-bomb: Robert OppenheimerRobert Oppenheimer (1904�1967) was an Ameri
an theoreti
al physi
ist who be-
ame the s
ienti�
 dire
tor of the Manhattan Proje
t whi
h produ
ed the �rst threeatomi
 bombs (Trinity, Little Boy, Fat Man). He was well known for reading manytexts in their original language, su
h as Sanskrit. Right after the war Oppenheimerbe
ame the dire
tor of the Institute of Advan
ed Studies and eventually took Ein-stein's pla
e as senior theoreti
al physi
ist.Oppenheimer's wife had been married earlier to a 
ommunist party member. Afterthe war Oppenheimer opposed nu
lear proliferation and was asked to resign. Herefused, requesting a hearing to assess his loyalty. Meanwhile, his se
urity 
learan
ewas suspended, one day before expiring, and he was viewed by many s
ientists as amartyr of M
Carthyism about 1953. Wernher von Braun quipped to a Congressional
ommittee: �In England, Oppenheimer would have been knighted.�43



44 PROBABILITY & DIST. LESSON 5. SIMULATING EXPERIMENTSIn 1963, President Kennedy awarded Oppenheimer with the Fermi award as agesture of politi
al rehabilitation. President Johnson presented the award just over aweek after Kennedy's assassination�he still had no se
urity 
learan
e, however.5.2 Let's Play RiskSome of you may be familiar with the game of Risk, a 
lassi
 board game ofworld dominan
e through aggression, now available∗ online. Within the game variousbattles are fought with the out
ome determined by the roll of di
e. The atta
kingarmy typi
ally rolls three red di
e to the defenders two white di
e. The two highestred di
e are 
ompared with the white di
e. Ea
h high pair in turn is 
ompared andred wins only if it is bigger. This 
ould be analyzed either exhaustively, by tryingall 65 = 7776 
ombinations or by simulation. To do it exhaustively one might writea program to analyze ea
h result. The results would be 2890 red wins; 2611 split;and 2275 white wins.† Expressed as probabilities: 0.372 red; 0.336 split; 0.293 white.(We 
lassify as atypi
al and ignore times when the defender 
an only roll one die asin when he has but one army, or the atta
ker 
an roll or rolls only one or two di
e.)Alternatively, one 
ould toss di
e repeatedly and tally the results; program the TI-84+ graphing 
al
ulator to toss di
e repeatedly [int(1+6rand)℄; (or randInt(1,6,5)will roll 5 di
e) or download a 30 day evaluation 
opy of MINITAB‡ and simulateit. One might be tempted to use a standard spread sheet program, but sin
e thesewere not written and are not endorsed by statisti
ians one should be very wary of thestatisti
al results they produ
e. Some have been shown to be just plain wrong, butthe software giant(s?) refuse to 
orre
t these errors.A few other 
ommon tea
hing pa
kages in
lude: Fathom§ (mu
h like GeometrySket
hpad and also by Key Curri
ulum), Data Desk (pa
kaged with A
tivStat, amultimedia Statisiti
al edu
ation pa
kage). Some professional pa
kages in
lude: SAS(Statisti
al Analysis System), BMDP, and SPSS (Statisti
al Pa
kage for the So
ialS
ien
es). All these pa
kages are produ
ed to provide statisti
ally valid results (unlikemany spreadsheets).A Fortran program to 
al
ulate the risk probabilities is given below.INTEGER TOT(0:2)/0,0,0/DO 500 I1=1,6DO 500 I2=1,6DO 500 I3=1,6
∗http://www.windowsgames.
o.uk/
onquest.html
†John Burnette e-mailed the AP Statisti
s list server on Sunday, Mar
h 26, 2000 with the Riskprobabilities and a C program whi
h 
al
ulated them.
‡http://www.minitab.
om
§http://www.keypress.
om/fathom
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5.3. LET'S MAKE BABIES (NOT!) 45DO 500 I4=1,6DO 500 I5=1,6CALL EVAL(I1,I2,I3,I4,I5,IR)500 TOT(IR)=TOT(IR)+1WRITE(*,*)'2red=',TOT(2),' split=',TOT(1),' 2white=',TOT(0)STOPEND* SUBROUTINE EVAL(I1,I2,I3,I4,I5,IR)J1=I1;J2=I2;J3=I3;J4=I4;J5=I5;IR=0IF(J1.LT.J2) THENJT=J1;J1=J2;J2=JTEND IFIF(J1.LT.J3) THENJT=J1;J1=J3;J3=JTEND IFIF(J2.LT.J3) THENJT=J2;J2=J3;J3=JTEND IFIF(J4.LT.J5) THENJT=J4;J4=J5;J5=JTEND IFIF(J1.GT.J4)IR=IR+1IF(J2.GT.J5)IR=IR+1RETURNEND5.3 Let's Make Babies (not!)Let's try another example.Example: What is the expe
ted average family size if a 
ouple plans to stophaving 
hildren after having one 
hild of ea
h gender. (No pro
esses, su
h as timing,a
idity, deposition depth, et
. are used to enhan
e gender sele
tion.)Solution: Instead of using expensive and time 
onsuming methods su
h as 
on-du
ting a 
ontrolled experiment or surveying a large number of families, we will tossa 
oin. Both sides (heads and tails) are equally likely. Heads 
an represent girls andtails 
an represent boys. For ea
h �family,� toss until you get one head and one tail:(H,H,H,T), (T,T,T,H), (H,H,H,H,H,H,T), (H,T), et
. After a dozen �families� or so,we will obtain a result 
lose to 3, the theoreti
al results.Histori
ally, random number tables were 
ommonly used as a sour
e of randomProbability & Distributions�pdf 4 May 23, 2010 
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46 PROBABILITY & DIST. LESSON 5. SIMULATING EXPERIMENTSnumbers. We will use here the digits of pi whi
h are 
ommonly available. Here wewill let boys be represented by the digits 0, 1, 2, 3, and 4 and girls be represented bythe digits 5, 6, 7, 8, and 9. (Sin
e the digits of pi are uniformly but also randomlydistributed, we 
ould have just as well used even vs. odd or perhaps used just 1's and0's, ignoring the rest.) Starting with 14159 26535 89793 . . . we have the followingfamilies: (BBBG), (GB), (GGB), (GGGGGB).This simple simulation will give us good results without mu
h e�ort. Whenevera simulation is developed, we must be 
areful to ensure that the pro
ess imitatesthe a
tual pro
ess very well. One 
ould 
ritize this example by noting that boys(0.513) and girls (0.487) are not equally likely, nor are sibling genders ne
essarilyindependent.5.4 Let's Make a DealLet's at least set up another example. An old television game show 
alled �Let'sMake a Deal,� hosted by Monty Hall, generated what is known as the Monty HallProblem.¶ There are three doors with a prize (red Corvette, for example) behindone. You sele
t one door. The host opens one of the remaining doors revealing thatit is empty. He then o�ers you the 
hoi
e of keeping your door, or swit
hing to theother unopened door. The fa
t that you should swit
h be
ause your probability ofwinning then be
omes 2
3
is far from obvious. A possible s
enerio for simulating thiswould be to have the digits 1, 2, and 3 represent door number 1; the digits 4, 5, and6 represent door number 2; and the digits 7, 8, and 9 represent door number 3; thedigit 0 is ignored. Before ea
h round you would pi
k: 1) whi
h door has the prize;2) whi
h door you pi
k �rst. This 
ould be done by assigning doors as above andsele
ting digits in pairs. (We will use the digits of pi again.) Thus 14 would representdoor 1 has the prize, but you pi
ked door 2. The host would thus show door 3 asempty. The digits 15 would repeat that s
enerio. The digits 92 would represent door3 having the prize, but you pi
ked door 1, he shows door 2. You would then tra
khow often you win by swit
hing and also by not swit
hing.One of the �rst appli
ations of simulation here at Andrews University was ba
kin the mid 1970's to analyze 
omputer terminal usage. The results were published inthe infamous 1976 self study. The dire
tor of the 
omputing 
enter, LeRoy Botten,had Bru
e Ferris, a 14-year old high s
hool drop out, known as The Kid or TK, dothe analysis. Simulations are 
ommonly used to fore
ast weather.‖ �play� war games,analyze nu
lear power plants, and other appli
ations where 
ondu
ting experimentsare 
hallenging.

¶http://math.ri
e.edu/~ddonovan/montyurl.html
‖http://www.weather.
om
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5.5. HOMEWORK FOR SIMULATIONS 475.5 Homework for SimulationsNote: Be sure to make 
lear your pro
edure for obtaining your randomnumbers. Spe
ifi
ally, be sure to provide enough information to repeatit EXACTLY!1. Enter the expression int(1+6rand) on your 
al
ulator then hit enter 5 times(or do randInt(1,6,5)). Use the �rst three �rolls� as red di
e and the last twoas the white. Cal
ulate who won based on the rules printed in the le
ture.(DO NOT ADD PIPS: Compare highest red with highest white�red wins onlyif larger. Compare se
ond highest red with lowest white�white wins if equalor greater.) Repeat for a total of 12 battles. Tabulate your results here. Ifpossible, pool your results with everyone else in the 
lass and 
ompare with theresults 
ited in the le
ture. Please start with 0→rand (where any number 
ouldbe substituted for 0 and �→� is what the STO◮ 
al
ulator key produ
es) so yourresults 
an be veri�ed and/or repeated by someone else.
2. Using a random number table (see pi below) or random digits on your 
al
ulator,generate 15 �families,� stopping on
e ea
h family has both a boy and a girl.Show your work and 
al
ulate the average number of 
hildren. Be sure tospe
ify whi
h method you used. Please start with 0->rand (where any number
ould be substituted for 0) so your results 
an be veri�ed and/or repeated bysomeone else.
3. Either link to a Monty Hall problem∗∗ site and run some simulations there or
ondu
t 25 trials as des
ribed in the le
ture. The �rst 55 (sin
e you are ignoringzeroes) de
imal digits of pi are: 14159 26535 89793 23846 26433 83279 5028841971 69399 37510 58209.

∗∗http://math.ri
e.edu/~ddonovan/montyurl.htmlProbability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins

http://math.rice.edu/~ddonovan/montyurl.html
http://math.rice.edu/~ddonovan/montyurl.html


48 PROBABILITY & DIST. LESSON 5. SIMULATING EXPERIMENTS4. Large values of n! are o

asionally needed. It may be impra
ti
al or too time
onsuming to 
al
ulate them by dire
t multipli
ation. A typi
al example mightbe when the Bureau of Fisheries asked Bell Labs for help �nding the short-est route for getting samples from 300 lo
ations in the Gulf of Mexi
o. Thereare 300! di�erent possible routes. This is also known as the Travelling Sales-man Problem.†† Cal
uluate values for 50!, 100!, 200!, and 300! as des
ribedbelow and 
ompare with o�
al results. (Give per
entage error: (Observed-Expe
ted)/Expe
ted× 100%.
n! = 10K where K = (n + 0.5) log10 n− 0.43429448n + 0.39908993.Note that this is Stirling's Approximation‡‡ 
onverted to log10. Be sure to useALL the signi�
ant digits sin
e three or four will be lost in the exponent.

50! = 3.0414× 1064

100! = 9.33262× 10157

200! = 7.88658× 10374

300! = 3.06058× 10614

5. A student guesses answers to ea
h of the 5 true/false questions on a quiz. Use thede
imal expansion of pi and even/odd (don't 
are whi
h is 
orre
t) to estimatethe mean number of 
orre
t responses for 10 su
h students.
6. Use the de
imal expansion of pi (or a random number table/generator�spe
ifywhi
h so your work 
an be reprodu
ed) to estimate the average number of rollsof a single die ne
essary to get a 6. (Hint: Skip any out
omes that are not 1, 2,3, 4, 5, or 6.)
7. A of an experiment is a pro
ess that behaves thesame way as the experiment, so that similar results are produ
ed.

††http://www.math.prin
eton.edu/tsp/
‡‡http://mathworld.wolfram.
om/StirlingsApproximation.html,

loge n! ≈ (n + 1
2 ) loge n− n + 1

2 loge(2π).
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Probability & Dist. Lesson 6Distributions in General andExpe
ted ValueCapitalism fosters a skewed distribution of wealth, whereas so
ialism fos-ters the uniform distribution of poverty. Calkins∗In our review of Des
riptive Statisti
s we noted various measures of how a dataset was distributed. Spe
ial emphasis was given to measures of 
entral tendan
y (av-erages and/or means) and measures of dispersion or how a data set is spread. As-sumptions we 
an make about these important measures are useful in determininghow 
orre
t the inferen
es we might try to make about a population are. A study ofthe 
ommon distributions is then in order and will o

ur over the next several lessons.First we will turn our attention to distributions in general, the �gold standard� fordistributions, the normal distribution, and expe
ted values.6.1 Generalizer of Integration: LebesgueWe 
hoose Henri Lebesgue (1875�1941) for this lesson's biograpy be
ause he de-veloped a new theory of integration in his dissertation whi
h 
an be used to developexpe
ted or expe
tation value. Spe
i�
ally, Lebesgue developed the theory of mea-sure and 
oupled it with general issues related to �nding the area under a 
urve. Ingeneral, the Lebesgue integral is employed to �nd the expe
ted value, although as wepresent it here, a summation works for dis
rete distributions.6.2 Distributions in GeneralIn general, distributions often have an overall shape, 
enter, and spread. Theremay be outliers, or not. Tails (wings) may be thi
k or thin. The distribution may be
∗Modi�ed from Winston Chur
hill and perhaps others.49
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skewed to the right or left. The purpose of des
riptive statisti
s and exploratory dataanalysis was to quantify and/or get a feel for these distribution shapes. The normaldistribution is often the �gold standard� to whi
h data sets are 
ompared.Spe
i�
ally, whether or not an observation is an outliers is, to some extent, amatter of judgment. An outlier is an individual observation that deviates from orfalls outside the overall pattern. Outliers, like the old supreme 
ourt de�nition ofpornography† (�You know it when you see it.�) 
an be hard to de�ne.The shape of a distribution has very important 
onsequen
es. Histori
ally, gradeswere often given based on a 
urve, spe
i�
ally the normal 
urve whereby there weremostly C's, several D's and B's, and few F's and A's. Harvard I think it was, inre
ent years, has limited the number of A-type grades given. In 2003�04 I think itwas 50% and in 2004�05 it was 35%. They are thus for
ing a 
hange in the shape ofthe distribution of grades.Distributions are 
ommonly symmetri
. That is, the right and left sides areapproximately mirror images of ea
h other. Even uniform or multimodal distributions
an be symmetri
. If they are not symmetri
 they are typi
ally heap shaped ormound-shaped. We term a distribution skewed to the right if the right sideextends mu
h further out than the left side (usually the mean would then be to theright of the median) or skewed to the left if the left side extends mu
h furtherout than the right side (usually the mean would then be to the left of the median).Skewness 
an be de�ned in te
hni
al terms with the third moment and ex
eptions tothe mean/median heuristi
 
an both be seen here.‡If the distribution or mound spreads out a lot (like water!) the degree of peaked-ness or kurtosis is low and the distribution is said to be platykurti
. A uniformdistribution is platykurti
. If the mound piles up like a stalagmite, the distribution issaid to be leptokurti
. The referen
e standard is the normal distribution, whi
h ismesokurti
, and how peaked a distribution is about the mean in 
omparison. Theimages above are from Gosset via Harnett (1975). The shape of a distribution isextremely important.
†A
tually, obs
enity. http://
ensorware.net/essays/obs
ene_jt.html
‡http://www.amstat.org/publi
ations/jse/v13n2/vonhippel.html
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6.3. DISCRETE VS. CONTINUOUS 51We usual dis
uss Probability Distribution Fun
tions or pdfs.§ On o

asionone works with Cumulative Distribution Fun
tions of 
dfs. These are espe
iallyuseful for questions whi
h ask for the probability of something being more than somevalue as opposed to being inside a given range. Both are 
ommonly available, forexample, on the TI-84+ graphing 
al
ulators. Cdfs start out at zero and end up at1 or 100%. A uniform distribution (de�ned below) would do so in equal steps. Thenormal distribution does so by in
reasing qui
kly in the middle and slowly for thetails. Like an ogive, a 
df is always in
reasing from left to right.6.3 Dis
rete vs. ContinuousIn Statisti
s Lesson 1 we also noted that data 
an be dis
rete or 
ontinuous.Again, it 
an be hard to di�erentiate between the two due to quantum me
han-i
s and un
ertainties about measurement a

ura
y. Hen
e dis
rete distributions are
ommonly en
ountered and 
ontinuous distributions are at least possible mathemat-i
ally. The normal distribution is the most important 
ontinuous distributions andwhenever n is su�
iently large (generally over 30), we often make assumptions abouta dis
rete distribution derived from the normal distribution but shown to be a

urateenough.First, all probabilities are between 0 and 1 (0 ≤ P (x) ≤ 1).Se
ond, all probabilities in a distribution sum to 1 (∑P (x) = 1).(i.e. it is 
ertain your out
ome is in the sample spa
e).We note above two fundamental rules regarding distributions.Example: Test the following fun
tion to determine whether or not it is a proba-bility distribution. P (x) = 5−x
10

when x ∈ {1, 2, 3, 4}.Solution: x P (x)1 2
5

= 0.4002 3
10

= 0.3003 1
5

= 0.2004 1
10

= 0.100It works! All probabilities are between zero and one and summing the last 
olumngives 10/10 = 1.0006.4 PDFs of a Dis
rete Random VariableConsider the probability distribution of two tossed (fair) 
oins (where heads is x).Note the mound shape.
§Not to be 
onfused with Adobe's Portable Do
ument Format.Probability & Distributions�pdf 4 May 23, 2010 
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x P (x)0 1

41 1
22 1
4Consider further the pips displayed on a (fair) die:

x P (x)1 1
62 1
63 1
64 1
65 1
66 1
6This is a 
onstant fun
tion or uniform probability distribution.6.5 Normal DistributionsWe will 
ontinue by assuming the student remembers several fa
t about the normaldistribution whi
h were reviewed before this series of lessons. Spe
i�
ally, the normaldistribution is also known as the error, bell-shaped, or Gaussian distribution. It issymmetri
. If the mean is 0 and the standard deviation is 1, we have a standardnormal distribution. If the mean is not 0 or the standard deviation is not 1, wehave a non-standard normal distribution. IQ values with a mean of 100 andstandard deviation of 15 is a typi
al example of a non-standard, approximately normaldistribution whi
h we often treat as if it were normally distributed. We use z-s
ores to
onvert non-standard normal distributions to the standard normal distribution. Theempiri
al rule states that 68% of normally distributed data falls within 1 standarddeviation of the mean, 95% falls within 2 standard deviations of the mean, and99.7% falls within 3 standard deviations of the mean. In fa
t, your TI-83+ graphing
al
ulator has the �error fun
tion� (erf) programmed in under DISTR (2nd VARS)and normal
df(lower,upper), where lower and upper are the limits of the region ofinterest. Tables of values are also 
ommonly available and the ability to read andinterpret them is important as well.The table below gives values for the area between z=0 and z=?, where the �nal z isinitially read down, then the value at the top of the 
olumn is added. Alternately, thevalue at the top of the 
olumn 
an be viewed as the se
ond de
imal digit. Su
h tablesmay 
larify why z-s
ores are so typi
ally reported to two de
imal pla
es! Warning:Although every e�ort has been made to verify these numbers (on a TI-83 graphing
al
ulator), errors may still be present.Example: Find the probability for a data value to fall between the mean (z =

0.00) and one standard deviation (z = 1.00) above the mean, assuming the population
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



6.5. NORMAL DISTRIBUTIONS 53
z x.x0 x.x1 x.x2 x.x3 x.x4 x.x5 x.x6 x.x7 x.x8 x.x90.0x .0000 .0040 .0080 .0120 .0160 .0199 .0239 .0279 .0319 .03590.1x .0398 .0438 .0478 .0517 .0557 .0596 .0636 .0675 .0714 .07530.2x .0793 .0832 .0871 .0910 .0948 .0987 .1026 .1064 .1103 .11410.3x .1179 .1217 .1255 .1293 .1331 .1368 .1406 .1443 .1480 .15170.4x .1554 .1591 .1628 .1664 .1700 .1736 .1772 .1808 .1844 .18790.5x .1915 .1950 .1985 .2019 .2054 .2088 .2123 .2157 .2190 .22240.6x .2257 .2291 .2324 .2357 .2389 .2422 .2454 .2486 .2517 .25490.7x .2580 .2611 .2642 .2673 .2704 .2734 .2764 .2794 .2823 .28520.8x .2881 .2910 .2939 .2967 .2995 .3023 .3051 .3078 .3106 .31330.9x .3159 .3186 .3212 .3238 .3264 .3289 .3315 .3340 .3365 .33891.0x .3413 .3438 .3461 .3485 .3508 .3531 .3554 .3577 .3599 .36211.1x .3643 .3665 .3686 .3708 .3729 .3749 .3770 .3790 .3810 .38301.2x .3849 .3869 .3888 .3907 .3925 .3944 .3962 .3980 .3997 .40151.3x .4032 .4049 .4066 .4082 .4099 .4115 .4131 .4147 .4162 .41771.4x .4192 .4207 .4222 .4236 .4251 .4265 .4279 .4292 .4306 .43191.5x .4332 .4345 .4357 .4370 .4382 .4394 .4406 .4418 .4429 .44411.6x .4452 .4463 .4474 .4484 .4495 .4505 .4515 .4525 .4535 .45451.7x .4554 .4564 .4573 .4582 .4591 .4599 .4608 .4616 .4625 .46331.8x .4641 .4649 .4656 .4664 .4671 .4678 .4686 .4693 .4699 .47061.9x .4713 .4719 .4726 .4732 .4738 .4744 .4750 .4756 .4761 .47672.0x .4772 .4778 .4783 .4788 .4793 .4798 .4803 .4808 .4812 .48172.1x .4821 .4826 .4830 .4834 .4838 .4842 .4846 .4850 .4854 .48572.2x .4861 .4864 .4868 .4871 .4875 .4878 .4881 .4884 .4887 .48902.3x .4893 .4896 .4898 .4901 .4904 .4906 .4909 .4911 .4913 .49162.4x .4918 .4920 .4922 .4925 .4927 .4929 .4931 .4932 .4934 .49362.5x .4938 .4940 .4941 .4943 .4945 .4946 .4948 .4949 .4951 .49522.6x .4953 .4955 .4956 .4957 .4959 .4960 .4961 .4962 .4963 .49642.7x .4965 .4966 .4967 .4968 .4969 .4970 .4971 .4972 .4973 .49742.8x .4974 .4975 .4976 .4977 .4977 .4978 .4979 .4979 .4980 .49812.9x .4981 .4982 .4983 .4983 .4984 .4984 .4985 .4985 .4986 .49863.0x .4987 .4987 .4987 .4988 .4988 .4989 .4989 .4989 .4990 .4990Figure 6.1: Standard Normal Distribution Table.
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54 PROBABILITY & DIST. LESSON 6. GENERAL DIST. & EXP. VALUEis normally distributed.Solution: The table above gives the value 0.3413 or 34.13%. This is the same aswhat the empiri
al rule gives (68÷ 2).Example: Find the probability for IQ values between 75 and 130, assuming anormal distribution, mean = 100 and std = 15.Solution: An IQ of 75 
orresponds with a z-s
ore of −1.67 and an IQ of 130
orresponds with a z-s
ore of 2.00. We 
an read the value for −1.67 by rememberingthat the normal distribution is symmetri
 and then reading the value of 0.4525 o�the table. For 2.00 we �nd 0.4772. The probability of an IQ between 75 and 130 isthe same as the probability of an IQ between 75 and 100 plus the probability of anIQ between 100 and 130 or between 100 and 125 (75) plus the probability of an IQbetween 100 and 130 or 0.4525+0.4772 = 0.9297. In
luding a sket
h like in Statisti
sLesson 6 would be appropriate.6.6 Expe
ted ValueLet's look at a spe
i�
 distribution so we 
an introdu
e the topi
 of expe
tedvalue.Consider the dis
rete random variable of the sum of pips on two rolled dies. Ifa random sample is taken, as our sample be
omes larger, it be
omes 
lear that therandom variable, x takes on any integer value between two and twelve, in
lusive. Thedistribution is likely to be
ome mound-shaped, espe
ially if n is larger than, say, 100.In theory, we would expe
t our distribution to approa
h the distribution of 1
36
for two,

2
36

for three, up to 6
36

for seven, 5
36

for eight, and down to 1
36

for twelve. See Lesson 1for the 
omplete sample spa
e. In pra
ti
e, however, the dies 
ould be weighted onone side, out of square, or even slightly rounded to skew the results. It would beeasier, of 
ourse, to roll ea
h die separately and verify that its distribution is uniform,with ea
h value o

urring with a probability 
lose to 1
6
�see example above. However,su
h separation of variables is not always possible in the real world. This is oftenreferred to as lurking or 
onfounding variables. However, the question might arise,as to how big a sample must be taken before we 
an be �sure� something is amiss. Of
ourse, random variables being what they are, in theory one 
ould roll a million sixesin a row. But also in theory, the probability of this o

urring is rather mi
ros
opi
allyvanishing. Hen
e we typi
ally set a threshhold as to how often we would like to beright. 95% is a typi
al threshhold for non-life threatening situations, whereas 99%or higher is a typi
al threshhold if more 
on�den
e is needed. We refer to these asa 95% 
on�den
e level or a 99% 
on�den
e level. These 
orrespond with α = 0.05and α = 0.01. More on this topi
 later. As important as these 
on
epts are, we havewandered away from our goal.We 
an 
al
ulate the expe
ted value for total pips by summing the produ
t of
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



6.6. EXPECTED VALUE 55the value with the frequen
y. Thus 2 · 1
36

+ 3 · 2
36

+ · · · + 12 · 1
36

= 252
36

= 7.00. Thevalue we obtain is the expe
ted value. In this 
ase, it is also the mode.Example: Find the expe
ted value given the two 
oin distribution dis
ussedabove.Solution: x takes on the values 0, 1, or 2 with frequen
y 1
4
, 1

2
, and 1

4
. E =

0 · 1
4

+ 1 · 1
2

+ 2 · 1
4

= 0 + 1
2

+ 1
2

= 1.00. Thus we expe
t one head when throwing two
oins.Example: Find the expe
ted value given the one die distribution dis
ussed above.Solution: x takes on the values one through six with equal probability of 1
6
.

(1 + 2 + 3 + 4 + 5 + 6) · 1
6

= 21
6

= 3.5. Thus we expe
t 3.5 pips when throwing a fair,six-sided die. Obviously, sin
e pips are dis
rete, we 
an't expe
t 3.5 pips on any oneroll!

Probability & Distributions�pdf 4 May 23, 2010 
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56 PROBABILITY & DIST. LESSON 6. GENERAL DIST. & EXP. VALUE6.7 A
tivity for Odds: Word SortTea
her: sli
e the following phases apart.Students: Sort the following phases into MEANINGFUL 
atagories.
• almost 
ertain
• equal 
han
e for either
• almost impossible
• ≈ 0.0

• ≈ 0.5

• ≈ 1.0

• ≈ 0%

• ≈ 50%

• ≈ 100%

• odds are 999:1 against
• 50:50
• the odds are even
• odds are 999:1 in favor
• winning $1,000,000 in the lottery
• winning $1.00 in the lottery
• winning $0.00 in the lottery
• Getting 10 heads in 10 �ips of a fair 
oin
• Getting �about� 4 heads in 8 �ips of a fair 
oin
• Getting either heads or tails when �ipping a fair 
oin
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6.8. HOMEWORK FOR GENERAL DISTRIBUTIONS 57Name S
ore6.8 Homework for General Distributions1. Consider again the random experiment 
onsisting of rolling two di
e, a redand a green, as in lesson 1. However, this time, instead of adding the pips,subtra
t the smaller from the larger, forming the unsigned di�eren
e. Perhapsit would be instru
tive to start by �lling in the table below. Now generatea table tallying for ea
h out
ome (0 for doubles up to 5 for a six and a one)how many of the 36 out
omes result in that parti
ular value. (One might notethe triangular numbers involved, sin
e a square is the sum of two 
onse
utivetriangular numbers.) From this please form the probability for ea
h value,then 
reate a bar graph for the distribution. Finally, note the mode or mostprobable out
ome and 
al
ulate the expe
ted value by summing the produ
tof the value with its probability.
\ 1 2 3 4 5 61234562. Statisti
s show that about 8% of all human males exhibit some form of 
olor-blindness.¶ Suppose 20 males are sele
ted at random. Let x be the number whoare 
olor-blind, and let P (x) be the probability that x of them are 
olor-blind.Using the binomial distribution, TI-83+ program binomial, or TI-83+ fun
tionbinompdf(20,.08), 
al
ulate P (0), P (1), P (2), P (3), and P (4). Plot a graph ofthis probability distribution. What is the probability that 5 or more males in agroup of 20 are 
olor-blind. How might 
olor-blindness a�e
t the military?3. Tom Bone plays a musi
al solo. He is quite good and �gures his probabilityof playing any one note right is 99%. The solo has 50 notes. What is hisprobability of:(a) Getting every note right?(b) Making exa
tly one mistake?

¶http://webexhibits.org/
ausesof
olor/2.htmlProbability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins
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58 PROBABILITY & DIST. LESSON 6. GENERAL DIST. & EXP. VALUE(
) Making exa
tly two mistakes?(d) Making at least two mistakes?(e) What probability per note is ne
essary for Tom to have a 95% probabilityof getting all 50 notes 
orre
t? (Logs or roots 
an be used to redu
e anexponent.)4. Suppose a table group de
ides to do a little penny gambling. Cards will bedrawn at random from a standard 52-
ard de
k. For ea
h 
ard drawn you paya quarter ($0.25). The following payo�s apply: A
e (get $1.75), Fa
e 
ard (get$0.50), Any other 
ard (get nothing). Cal
ulate the expe
ted value for thisgame. Does this mean you would expe
t to gain or lose money, in the long run?5. Dudley Do Wright will get paid by his grandfather for good grades in his 
ol-lege prep 
lasses. His grandfather, however, requires a 
ontra
t, in advan
e.Grandpa o�ers to pay $100 if Dudley makes all A's, or $10 per A. Dudley es-timates his probabilities of making A's as follows: Algebra II: 0.75, Chemistry:0.65, Computers: 0.86, English: 0.96.(a) Cal
ulate Dudley's expe
ted value if he 
hooses $10 per A.(b) Cal
ulate Dudley's probability of making all A's.(
) Cal
ulate Dudley's expe
ted value if he 
hooses $100 for all A's.(d) Whi
h o�er should Dudley 
hoose and why?6. Many tests have guessing penalties to 
orre
t for random guessing. The Ad-van
ed Pla
ement (AP) exams, for whi
h our seniors prepare spe
i�
ally for theAP Cal
ulus AB is a �ne example. Other tests, su
h as SAT and the GRE maybe similar.‖(a) Ea
h question is multiple 
hoi
e with 5 
hoi
es. If you guess randomly,what is the probability of getting a 
orre
t answer?(b) Suppose you are awarded 1 point for ea
h 
orre
t answer but lose 1
4
pointfor ea
h wrong answer. What is your expe
ted value for any questionyou randomly guess on?(
) Suppose you 
an eliminate one of the 
hoi
es as 
learly wrong. Now whatis your expe
ted value if you randomly guess between the remaining four?(d) Repeat the prior subquestion, eliminating two of the �ve 
hoi
es.(e) Repeat the prior subquestion, eliminating three of the �ve 
hoi
es.(f) Is it really worth while guessing?

‖On the ACT you are s
ored based on the number right so always answer every question!
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Probability & Dist. Lesson 7The Binomial Distribution andExperimentsTo be or not to be, that is the question; Hamlet, A
t III, S
ene 1Probability distributions may be either dis
rete or 
ontinuous. The normal (Gaus-sian) and Lorentzian distributions are good examples of 
ontinuous distributions�therandom variable 
an take on any value. Examples of dis
rete distributions in
lude theBinomial, the Hypergeometri
, and the Poisson. We will 
on
entrate on the Binomialand its 
ousin the Hypergeometri
 today, and defer dis
ussion on its distant relative,the Poisson, until later.7.1 Law of Large Numbers: Ja
ob BernoulliThe Bernoulli family had many prominent mathemati
ians but we will 
on
entratehere on Ja
ob, also known as James or Ja
ques. Ja
ob (1654�1705) followed hisfather's wishes and studied for the ministry. However, he also studied mathemati
sand astronomy, learning about the work of Boyle, Hooke, and many others during sixyears of travel throughout Europe. He 
orresponded with Leibniz and thus be
amefamiliar with 
al
ulus. In 1682 he returned to Switzerland and founded a s
hool forMath and S
ien
e at Basel. Five years later he be
ame a professor of mathemati
s atthe university there, where he remained the rest of his life.Bernoulli des
ribed basi
 probability theory in The Art of Conje
ture publishedeight years after his death. He applied probability to games of 
han
e and introdu
edthe law of large numbers. The term Bernoulli trial, or a random experiment withtwo possible outomes, is named after him. His gravestone was supposed to have alogarithmi
 spiral on it but instead 
ontains an Ar
himedian spiral.59



60 PROBABILITY & DIST. LESSON 7. BINOMIAL DIST./EXP.7.2 What Makes a Binomial Experiment?The requirements to be a binomial experiments are as follows:1. All out
omes of trials must be in one of two 
ategories.2. Trials must be independent. One trial's out
ome 
annot a�e
t the probabil-ities of other trials.3. Probabilities must remain 
onstant for ea
h trial.4. There must be a �xed number of trials.The pre�x bi- has the usual meaning of two in this 
ontext, just like bi
y
le,bifo
al, and bigamist. This distribution is related to what happens when you studythe expansion of the binomial (1 + x)n. Here it means there are two and only twodistin
t 
ategories. For instan
e, students either pass or they fail a test. In diningout at fast food restaurants, people either have or haven't eaten at M
Donald's.Requirement 2 spe
i�
ally implies with repla
ement if we are sele
ting something,unless the 
hange from not repla
ing it is slight.Some notation has be
ome very standard when working with the binomial dis-tributions. S (su

ess) and F (failure) denote possible 
ategories for all out
omes;whereas, p and q = 1− p denote the probabilities P (S) and P (F ), respe
tively. Theterm su

ess may not ne
essarily be what you would 
all a desirable result. For ex-ample, you may want to �nd the probability of �nding a defe
tive 
hip, given theprobability 0.2 that a 
hip is defe
tive. Here the term su

ess might a
tually repre-sent the pro
ess of sele
ting a defe
tive 
hip. The important thing here is to 
orrelate
P (S) with p. Some authors avoid q, but the formulae seem 
learer using it ratherthan the awkward expression 1− p. The variable x is 
ommonly used for the numberof su

esses.
• P (S) = p.
• P (F ) = q = 1− p.
• n indi
ates the �xed number of trials.
• x indi
ates the number of su

esses (any whole number [0, n]).
• p indi
ates the probability of su

ess for any one trial.
• q indi
ates the probability of failure (not su

ess) for any one trial.
• P (x) indi
ate the probability of getting exa
tly x su

esses in n trials.
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7.3. FORMULAS FOR THE BINOMIAL 617.3 Formulas for The BinomialThe formula for 
al
ulating P (x) is as follows:
P (x) = nCx · px · qn−x where x ∈ {0, 1, 2, ..., n}.Here nCx has the usual de�nition of entries from Pas
al's Triangle and was de�nedas n!

x!·(n−x)!
in Se
tion 2.6. The symbol !, the fa
torial symbol, has already beenintrodu
ed in Se
tion 2.3 as shorthand for the produ
t of all the natural numbers upto that number. Thus, 4! = 4 · 3 · 2 · 1 = 24. By de�nition and 
onvention, 0! = 1.Note that if p = q = 1

2
, the distribution will be symmetri
 due to the symmetry inPas
al's Triangle.Example: Find the probability of having �ve left-handed students in a 
lass oftwenty-�ve, given p = 0.1 (n = 25, x = 5, q = 0.9).Solution: P (5) = 25!

20!·5! · (0.1)5 · (0.9)20 = 0.064593.Thus, the probability that 5 of the 25 students will be left-handed is about 6%.You should all already have the program BINOMIAL on your 
al
ulator and be ableto re
ognize and 
al
ulate su
h probabilities. As usual, it is important to set upyour solution logi
ally. Carefully identify the important values (n, x, p, etc.) before
ranking out the numbers and presenting your answer. The TI-83/84 series 
al
ulatorsalso have bionompdf whi
h, if given the two arguments of n and p, in that order, willoutput a list of n + 1 probabilities for ea
h value of x, with the �rst one being for
x = 0. BINOMCDF is similar but gives 
umulative frequen
y. Both are under the 2ndVARS or DISTR button (were entries 0 and A, so you may need to s
roll up/down,;newer 
al
ulators have invt about 4 and everything else moves down).It 
an be shown that the mean, varian
e, and standard deviation of a binomialdistribution 
an be expressed in simple formulae as follows:
• mean: µ = n · p
• varian
e: σ2 = n · p · q.
• std. dev.: σ =

√
n · p · q.Example: 20 
oins are �ipped and ea
h 
oin has a probability of 50% of 
omingup heads. Find the mean and standard deviation for this binomial experiment.Solution: n = 20, p = 1

2
, so q = 1

2
. µ = n ·p = 20 · 1

2
= 10. This is as expe
ted, weexpe
t heads to 
ome up about half the time. σ =

√
npq =

√

20 · 1
2
· 1

2
=
√

5 ≈ 2.236.Example: Again assume 20 
oins are �ipped and ea
h 
oin has a probability of50% of 
oming up heads. This time 
al
ulate the probability of getting exa
tly 10heads.Solution: n = 20, p = 1
2
, so q = 1

2
, and x = 10. P (x) = 20C10/220 =Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



62 PROBABILITY & DIST. LESSON 7. BINOMIAL DIST./EXP.
184756/1048576 ≈ 0.1762.7.4 The Hypergeometri
 DistributionOften sampling will be done without repla
ement from a small �nite population.A 
lassi
 example might be a lottery where 6 di�erent numbers from 54 are sele
ted.Be
ause of the la
k of repla
ement we no longer have independen
e, thus our proba-bilities are not 
onstant for ea
h trial. However, the other 
onditions of the binomialare met. This is a 
lassi
 appli
ation of the hypergeometri
 distribution.If a population has A obje
ts of one type and B obje
ts of the other type, and if
n obje
ts are sampled without repla
ement, then the probability of getting x obje
tsof type A and n− x obje
ts of type B is:

P (x) = ACx·BCn−x

A+BCn
.We already en
ountered this formula when we found the probability for left-handers and soup 
ans in Homework for Lesson 3!Example: A typi
al state lottery∗ allows a person to sele
t 6 di�erent numbersfrom 1 to 54 in
lusive. Later, a 6-number 
ombination is sele
ted as winning. Varioussimilar results are also awarded prizes. To get the probability of mat
hing all 6winning numbers, set A = 6; B = 48; n = 6; and x = 6. To �nd the probability ofmat
hing exa
tly 5 winning numbers, leave A and B un
hanged and set x = 5. Theprobability of not mat
hing any numbers would be similar with x = 0.Solution: is left as homework questions.If the population is large 
ompared to the sample size (maybe more than 10 times,that is to say, the sample is less than 10% of the population), the hypergeometri
 isusually approximated by the binomial and approximated well.7.5 Normal Approximation for the Binomial Distri-butionIn 1733 Abraham de Moivre's book The Do
trine of Chan
es introdu
ed a hugetime-saver for appoximating binomial distributions for large n. For n > 69, onequi
kly �nds 70! ex
eeds 1099 or the limit on many 
al
ulators. Histori
ally, n > 57ex
eeds 1663 or the limit on most mainframe 
omputers during the 1960's and 1970's.Thus alternatives were often used when 
al
ulating probabilities for su
h large valuesof n. In the pre
omputer age, large tables were 
onstru
ted to look up probabilities.It is instru
tive to examine the binomial distribution for large n and note how it
ompares with the normal distribution, espe
ially when p = q = 1

2
. As n in
reases,

∗http://www.mi
higan.gov/lottery
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4
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7.5. NORMAL APPROXIMATION FOR THE BINOMIAL DISTRIBUTION 63the probability distribution for values of p and q even further away from 1
2
looksapproximately normal. The 
ommon rule is that you 
an approximate the binomialwith the normal when np and nq both ex
eed some magi
 number. That magi
number is variously stated as 5, 10 or 15, depending on the 
onservative nature ofthe statisti
ian, the higher the magi
 number, the more 
onservative the statisti
ian.For these notes we will adopt the value 10.Approximate a binomial distribution by the normal when both np > 10 and nq > 10.Sin
e the normal distribution is 
ontinuous and the binomial distribution is dis-
rete, we often must apply a 
ontinuity 
orre
tion. That is to say, x is no longerrepresented by a single value, but takes on a range of values from x− 1

2
to x + 1

2
.Example: This �rst example is on the edge of our magi
 number. Cal
ulate theprobability of getting 10 heads when 20 fair 
oins are �ipped, but using the normalapproximation to the binomial.Solution: n = 20, x = 10, p = q = 1

2
and as noted above, np = nq = 20 · 1

2
= 10.Using the 
ontinuity 
orre
tion: x − 0.5 to x + 0.5 and values for the mean (10)and standard deviation (2.236) 
al
ulated above, we �nd z-s
ores of −0.2236 and+0.2236. Using either normal
df(-0.2236,0.2236) under DISTR on your TI-84+graphing 
al
ulators, or a table of values, we obtain an answer of 0.1769 or 0.1742,whi
h 
ompare well with the 0.1762 obtained before. (normal
df gives the 
umulativearea under the normal distribution fun
tion between the two z-values given.Example: Based on U.S. Census data, 12% of U.S. men have earned ba
helor'sdegrees. If 150 U.S. men are randomly sele
ted, �nd the probability that at least 25of them have a ba
helor's degree.Solution: n = 150; p = 0.12; x > 24.5. Thus the mean is np = 150 · 0.12 = 18;and the standard deviation is √150 · 0.12 · 0.88 = 3.98. We qui
kly note that nq isbigger than np sin
e q is bigger than p and note that both are larger than 10. We 
anthus 
al
ulate a z-s
ore of: (24.5− 18)÷ 3.98 = 1.63. It is be
ause of the 
ontinuity
orre
tion that 24.5 is used. We 
an thus 
al
ulate the area under the normal 
urveby normal
df(1.63,9E99) as 0.05. It 
an be a

essed via DISTR (2nd VARS) on theTI-84+ 
al
ulator.A JAVA applet to run further examples (and read someone else's notes) 
an befound here.†

†http://www.ruf.ri
e.edu/~lane/stat_sim/normal_approx/index.htmlProbability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins
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64 PROBABILITY & DIST. LESSON 7. BINOMIAL DIST./EXP.Name S
ore7.6 Magi
 Square A
tivity: BinomialDire
tions: Mat
h the best (numbered) definition with a 
orresponding(lettered) probability term. On
e you have mat
hed several, put the numberin the proper spa
e in the magi
 square box. If the total of the numbers arethe same a
ross, down, and both diagonals, you may have 
orre
tly mat
hed allitems! You may not use your notes/books.Terms De�nitionsA. Normal Distribution 1. Has su

ess/failure, �xed, independent trials.B. Binomial Experiment 2. approximating a dis
rete x with 
ontinuous x± 1
2C. Binomial Distribution 3. nCxD. Pas
al's Triangle 4. P (x) = ACx·BCn−x

A+BCnE. Binomial mean 5. n · pF. Binomial varian
e 6. P (x) = nCx · px · qn−xG. Hypergeometri
 Dist. 7. n · p · qH. Magi
 number 8. A 
ontinuous distribution.I. Continuity Corre
tion 9. both np > 10 and nq > 10.
A B C
D E F
G H I

Magi
 number =
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



7.7. HOMEWORK FOR BINOMIAL/HYPERGEOMETRIC 65Name S
ore7.7 Homework for Binomial/Hypergeometri
1. Separately 
al
ulate using the binomial formula the probabilities of getting 0,1, 2, 3, or 4 left-handed students in a 
lass of 25, given a probability of 0.1.Compare your results with those obtained by doing binompdf(25,.1) (DISTR 0)or running BINOMIAL on your TI-84+ graphing 
al
ulator.
2. Using only the data from the problem above, and the data from the exam-ple in the le
ture, �nd the probability of getting more than four left-handedstudents in a 
lass of 25. Compare your results with those obtained by doing1-binom
df(25,.1) (DISTR A) on your TI-84+ graphing 
al
ulator.
3. Che
k the assumptions 
arefully and see if we are justi�ed in using the binomial(and not the hypergeometri
) distribution for the problems above.
4. Cal
ulate the probability des
ribed in the text for winning the lottery by mat
h-ing all 6 of 54 numbers.
5. Cal
ulate the probability des
ribed in the text for winning the lottery by mat
h-ing 5 of the 6 sele
ted numbers from 54.
6. Cal
ulate the probability des
ribed in the text for losing the lottery by notmat
hing any of the 6 sele
ted numbers from 54.

Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



66 PROBABILITY & DIST. LESSON 7. BINOMIAL DIST./EXP.7. Use the normal approximation for the binomial to 
al
ulate the probability ofgetting 11 heads in 20 attempts from a fair 
oin (ignore the magi
 numbertest). Be sure to use the 
ontinuity 
orre
tion and 
al
ulate the area under theprobability density 
urve from 10.5 to 11.5. Compare this 
arefully with theresults from the binomial formula.
8. Use the normal approximation for the binomial to 
al
ulate the probability ofgetting 12 heads in 20 attempts from a fair 
oin (ignore the magi
 number test).Compare this 
arefully with the results from the binomial formula. Is this thesame as the probability of getting 8 heads?
9. Use the normal approximation for the binomial to 
al
ulate the probability ofgetting 13 heads in 20 attempts (ignore the magi
 number test). Compare this
arefully with the results from the binomial formula. Is this the same as theprobability of getting 7 heads?
10. How likely is it to get 15 or more heads in 20 attempts, if the 
oin is fair?
11. A 
ommon rule is that you 
an approximate the binomial with the normal whenboth and ex
eed the magi
 number of .
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



7.8. PENNY ACTIVITY FOR BINOMIAL DISTRIBUTION 67Name S
ore7.8 Penny A
tivity for Binomial DistributionThere are various ways to �ip 
oins. Some have been shown to be fairer than oth-ers. The 
ommon alternatives are an up-in-the-air �ip, spinning on the table top,and the on-edge pro
edure used here. These ea
h have their own unique problems.Another pro
edure, using the pseudo-random number generator on the TI-83, is alsosubje
t to any bias the pseudo-random number generator might have. (int(2*rand)or RandInt(0,1,5)) (and it does have a bias!).If the 
oins are equally heavy on both sides, and the rim isn't beveled, it would bereasonable to expe
t the long-term proportion of heads from this on-edge pro
edureto be about 0.5. We 
an state this as:Our null hypothesis: H0: p = 0.5 The alternative hypothesis: Ha: p 6= 1
2
.7.8.1 Pro
edureIt is imperative that these dire
tion be followed 
arefully. Results not 
onformingto these spe
i�
ations will be dis
arded after an appropriate s
ienti�
 inquiry. Thejudgment of the instru
tor shall be �nal.1. Ea
h student (or group of students) pla
es 20 pennies on edge on a �at surfa
e(table).2. Bang the table just hard enough to 
ause all the pennies to fall down.3. Count how many pennies fall heads up and re
ord only this value on yourre
ording sheet.4. A

umulate your results with the other students in the 
lass by handing in thegroup's sheet.Note: it might be easier for a pair of students to repeat this experiment twi
etimes without regard to whi
h student a
tually set the pennies upright ea
h time.This also pla
es smaller demands on the total number of pennies required. Also, youmay need to skip 
oins whi
h were mismanufa
tured or abused.Note also: Please do not use any foreign (in
luding Canadian) or pre-1959 (Indianhead, wheat-ba
k) pennies. It might be instru
tive to also 
ompare pre-1982 and post-1982 pennies. In 1982 most of the 
opper was repla
ed by zin
, resulting in lighter(and 
heaper) pennies. Sin
e pennies dated 1982 were of both types (primarily 
opperand zin
) AND were produ
ed both at Philadephia (plain) and Denver (D) AND bothlarge and small date varieties exist, up to 8 total varieties of pennies may be extantProbability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



68 PROBABILITY & DIST. LESSON 7. BINOMIAL DIST./EXP.for this date! Some types may be ex
eedingly rare. On
e su�
ient post-2008 stylepennies be
ome available, it will be interesting to test those separately as well!Are these results about what you expe
ted, or are you surprised by the results?Do you think it is likely, by 
han
e alone, to obtain results like these results youobserved? See typi
al penny results below.April 13, 2000 April 19, 2001 4/17/2002 4/15/2003 May 5, 2004Calkins Burdi
k Calkins Luttrell Calkins Calkins Calkins0 0 0 77 0 0 0 00 9 0 9 0 9 0 0 0 0 91 1 1 1 1 1 0 1 1 1 1 0111 22 1 2222333 1 2233 1 223 1 23 1 23 1 22333331 445 1 4 1 5 1 455 1 5 1 4555 1 55551 66667777 1 1 666666 1 7 1 66777 1 6666667 1 661 889 1 1 8999 1 8 1 88 1 899 1 8992 2 2 2 0 2 2 2May ?, 2005? May ?, 2006 May 4, 2007 May 5, 2009 5/6�12/2010Calkins Calkins Calkins Calkins Calkins0 0 5 0 0 00 0 0 6 0 00 0 9 0 0 9 01 1 001 1 0 1 1 1 0011 3 1 2223 1 223333 1 2233 1 231 44 1 455 1 4445 1 445555 1 45551 777 1 1 666 1 66667777 1 667771 889 1 9 1 1 889 1 82 2 2 2 2April 13, 2000: 15.2± 2.71 (n = 18) and 12.2± 1.39 (n = 9) 
ombined: 14.2± 2.74April 19, 2001: 14.2± 3.78 (n = 19) and 14.6± 3.06 (n = 10) 
ombined: 14.3± 3.50April 17, 2002: 15.5± 2.42 (n = 11). April 15, 2003: 15.8± 1.91 (n = 16).May 5, 2004: 13.9± 2.81 (n = 20). May 17, 2005?: 16.3± 2.12 (n = 9).May ?, 2006: 12.1± 3.40 (n = 13). May 4, 2007: 13.1± 2.59 (n = 15).May 5, 2009: 15.0± 2.47 (n = 23). May 6&12, 2010: 14.4± 2.55 (n = 15).Note: this data is presented in stem-and-leaf format, but with split stems. Thus10 and 11 are together, 12 and 13, 14 and 15, et
. Sin
e there might be di�eren
esin the sampling te
hniques, we presented the data and summaries separately before
ombining them. Note also, some data 
ould not be used be
ause the instru
tionswere not followed. (banging the table too hard making it a 
oin �ip, jiggling the tableside to side, introdu
ing a bias, et
.)
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



Probability & Dist. Lesson 8Queuing Theory, the Poisson andGeometri
 DistributionsAn Englishman, even if he is alone, forms an orderly queue of one.George MikesIn this lesson we explore two dis
rete distributions, the Poisson and the Geometri
.The Poisson distribution is 
losely related to queuing theory whi
h is also dis
ussedbrie�y. The Geometri
 distribution is 
losely related to the binomial, the majordi�eren
e being the number of trials being of interest, rather than �xed in advan
e.8.1 The Father of Queuing Theory: Simeon PoissonThe Fren
h mathemati
ian Siméon Denis Poisson∗ (1781�1840) was 8 when theFren
h Revolution started and his military father be
ame president of a distri
t about50 miles south of Paris. His family apprenti
ed Siméon to a surgeon un
le, butSiméon la
ked the 
oordination and 
areer interest and soon returned home. Poissona
hieved a
ademi
 su

ess very qui
kly after he starting studying mathemati
s in 1798at the É
ole Polyte
hnique. His tea
hers Lapla
e and Lagrange early re
ognized hismathemati
al talents and his paper written about this time attra
ted the attentionof Legendre. Poisson 
ould not draw so avoided des
riptive geometry then in vogue.Poisson made important 
ontributions to planetary motion, ele
trostati
s, and heat.He also published important work on de�nite intregals and made several advan
eswith Fourier series. His Poisson bra
ket notation for di�erential equations lives on inquantum me
hani
s. Although he published over 300 mathemati
al works, he onlyworked on one topi
 at a time, but kept future topi
s listed in his wallet.In 1837 he des
ribed in a paper the dis
rete distribution whi
h bears his name.The original appli
ations tended to be rather morbid, the probability of deaths in the
∗http://www-groups.d
s.st-and.a
.uk/~history/Mathemati
ians/Poisson.html69
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70 PROBABILITY & DIST. LESSON 8. QUEUING, POISSON, & GEO. DIST.Prussian army from the ki
k of a horse or the number of sui
ides among women and
hildren. As dis
ussed below, more re
ent appli
ations have been arrivals at servi
efa
ilities or the rates at whi
h these servi
es are provided.8.2 Queuing TheoryAlthough the term queue isn't in as 
ommon usage on the west side of the Atlanti
,nonetheless it still has an impa
t on our daily lives. In te
hni
al usage there is adi�eren
e between a queue and a line whi
h is often studied in 
omputer s
ien
e.How this te
hni
al di�eren
e a�e
ts 
ustomer satisfa
tion is the major fo
us of thislesson.In many retail stores/banks, management has tried to redu
e the frustration of
ustomers by somehow in
reasing the speed of the 
he
kout/
ashier lines. Althoughmost gro
ery stores seem to have retained the multiple line/multiple 
he
kout system,many banks, 
redit unions, and fast food providers have gone in re
ent years to aqueuing system where 
ustomers wait for the next available 
ashier. The frustrationsof �getting in a slow line� are removed be
ause that one slow transa
tion does nota�e
t the throughput of the remaining 
ustomers.Walmart,† Lowe's,‡ and M
Donald's§ are other examples of 
ompanies whi
h openup additional lines when there are more than about three people in line. In fa
t,Walmart and Sam's Club have roaming 
lerks now who 
an total up your pur
hasesand leave you with a number whi
h the 
ashier enters to 
omplete the �nan
ial aspe
tof your sale. Disney¶ is another 
ompany where they fa
e thousands of people a day.One method of ameliorating the problem has been to use queuing theory. It has beenproved that throughput improves and 
ustomer satisfa
tion in
reases when queues areused instead of separate lines. Queues are also used extensively in 
omputing�webservers and print servers are now 
ommon. Banks of 1-800 servi
e phone numbers(and telemarketers) are a �nal example I will 
ite.Queuing theory leads one dire
tly to the Poisson Distribution‖ dis
ussed here. Ashinted above, operations resear
h has applied it to model random arrival times.8.3 Poisson DistributionThe Poisson distribution is the 
ontinuous limit of the dis
rete binomial distribu-tion. It depends on the following four assumptions:
†http://www.walmart.
om
‡http://www.lowes.
om
§http://www.m
donalds.
om
¶http://www.disneyworld.
om
‖http://mathworld.wolfram.
om/PoissonDistribution.html
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8.3. POISSON DISTRIBUTION 711. It is possible to divide the time interval of interest into many small subintervals(like an hour into se
onds).2. The probability of an o

urren
e remains 
onstant thoughout the large timeinterval (random).3. The probability of two or more o

urren
es in a subinterval is small enough tobe ignored.4. O

urren
es are independent.Clearly, bank arrivals might have problems with assumption number four wherepayday, lun
h hour, and 
ar pooling may a�e
t independen
e. However, the PoissonDistribution �nds appli
ability in a surprisingly large variety of situations.The equation for the Poisson Distribution is:
P (x) =

µx · e−µ

x!The number e in the equation above is the base of the natural logarithms or ap-proximately 2.71828182845904523... The varian
e for the Poisson Distributionis equal to the mean. In fa
t, this 
an be a qui
k 
he
k to see if this distribu-tion 
an be applied. Traditionally the Greek letter lambda (λ) is often used for themean instead of µ. The di�eren
es between the Poisson distribution and the binomialdistribution are:1. The binomial distribution is a�e
ted by the sample size and the probabilitywhile the Poisson distribution is ONLY a�e
ted by the mean.2. The binomial distribution has values from x = 0 to n but the Poisson distribu-tion has values from x = 0 to in�nity.Example: On average there are three babies born a day at Hospital A with hairyba
ks. A. Find the probability that in one day two babies are born hairy. B. Findthe probability that in one day no babies are born hairy.Solution: A. P (2) = 32

2
· e−3 = .224 B. P (0) = 30 · e−3 = .0498.Example: Suppose a bank knows that on average 60 
ustomers arrive between10 a.m. and 11 a.m. daily. Thus on average one 
ustomer arrives per minute. Findthe probability that exa
tly two 
ustomers arrive in a given one-minute time intervalbetween 10 and 11 a.m.Solution: Let µ = 1 and x = 2. P (2) = 1

2
e−1 = 1

2
0.3679 = 0.1839.Example: Other examples in
lude, the number of typographi
al errors on a page,the number of white blood 
ells in a blood suspension, or the number of imperfe
tionsin a surfa
e of wood or metal. I assume one 
ould apply it to �nding four-leaf 
lovers,but a 
orresponding 
lass a
tivity has not yet been developed.Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins
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72 PROBABILITY & DIST. LESSON 8. QUEUING, POISSON, & GEO. DIST.For various Java applets, in
lude one for the Poisson Distribution, visit this lo
a-tion.∗∗8.4 Geometri
 DistributionThe requirements to be a geometri
 experiments are as follows:1. All out
omes of trials must be in one of two 
ategories.2. Trials must be independent. One trial's out
ome 
annot a�e
t the probabil-ities of other trials.3. Probabilities must remain 
onstant for ea
h trial.4. The variable of interest is the number of trials required to obtain the �rstsu

ess.Note that it is the last item above the number of trials, whi
h di�erentiates thisfrom a binomial experiment. Like the binomial, however, the geometri
 distributionis dis
rete.Example: Suppose we are to roll a die until 6 pips are up. We will 
all this eventa su

ess, any other number a failure. The random variable x will be the number ofrolls it takes for this to o

ur. We roll again with failure and quit with su

ess.Counterexample: Suppose we are to draw a 
ard without repla
ement froma standard 52-
ard de
k until we draw an a
e. Although we have two 
ategories,the trials are independent, and the variable of interest is the number of trials, theprobability 
hanges after ea
h trial. See the se
tion on the hypergeometri
 for howto deal with this situation.If x has a geometri
 distribution with a probability p of su

ess and q = 1 − p offailure on ea
h observation, then x ∈ {1, 2, 3, . . .} and P (x = n) = qn−1p.If x has a geometri
 distribution with a probability p of su

ess, then µ = 1
p
, and

σ2 = q
p2 .Note: the mean is also the expe
ted value.If x has a geometri
 distribution with a probability p of su

ess, then P (x > n) = qn.Example: Again, we will roll a die until a 6 appears, 
ounting the number ofrolls required. Find the mean, standard deviation, and probability it will take morethan 6 rolls.Solution: p = 1

6
so q = 5

6
. µ = 6. σ2 = 5/6

1/36
= 30 so σ = 5.477. P (x > 6) = q6 =

0.3349.
∗∗http://www.stat.vt.edu/~sundar/java/applets/Distributions.html#POISSON
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8.5. HOMEWORK FOR THE POISSON DISTRIBUTION 73Name S
ore8.5 Homework for the Poisson Distribution1. Suppose a bank knows that on average 60 
ustomers arrive in a 
ertain servi
ehour. Using a time interval of 1 minute, 
al
ulate the probability of exa
tlyone 
ustomer arriving in a given one minute interval within that hour. Use theexample in the le
ture for exa
tly two as a pattern.
2. Suppose a bank knows that on average 60 
ustomers arrive in a 
ertain ser-vi
e hour. Using a time interval of 1 minute, 
al
ulate the probability of no
ustomers arriving in a given one minute interval within that hour.
3. Suppose a bank knows that on average 60 
ustomers arrive in a 
ertain servi
ehour. Using a time interval of 1 minute, 
al
ulate the probability of exa
tlythree 
ustomers arriving in a given one minute interval within that hour.
4. Suppose a bank knows that on average 60 
ustomers arrive in a 
ertain servi
ehour. Using a time interval of 1 minute, 
al
ulate the probability ofmore thanthree 
ustomers arriving in a given one minute interval within that hour.
5. Graph the probability distribution determined in the problems above (and thele
ture example).

Probability & Distributions�pdf 4 May 23, 2010 
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74 PROBABILITY & DIST. LESSON 8. QUEUING, POISSON, & GEO. DIST.6. Assume a �nite population as follows: {1, 2, 3, 4, 5, 6}. Note how there are
N = 6 possible samples of size n = 1 and that ea
h element is its own samplemean. The mean of these sample means is obviously the population mean.(a) Although our samples are too small (n = 1) to form a sample standarddeviation, we 
an 
al
ulate the population standard deviation.(b) Now 
al
ulate the 15 sample means, without repla
ement, for all 6C2 = 15samples of size n = 2: {{1,2}, {1,3}, {1,4}, ...{5,6}}.(
) On
e you have the 15 sample means, 
al
ulate their mean and standarddeviation.(d) Compare this with the mean and standard deviation of the original pop-ulation (N = 6).(e) What is the approximate relationship between the two standard devia-tions (or varian
es)? Should we be using sample or population standarddeviation?

7. Suppose we are to draw a 
ard with repla
ement from a well-shu�ed, standard,52-
ard de
k. Find the mean, standard deviation, probability that more �vedraws will be required for the following 
onditions.(a) Drawing an a
e (p = 1
13
).(b) Drawing a fa
e 
ard (p = 3

13
).(
) Drawing a heart (p = 1

4
).(d) Drawing an even 
ard (p = 5

13
).
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Probability & Dist. Lesson 9The Lorentzian Distribution andVoigt Pro�lesStatisti
s are like bikinis. What they reveal is suggestive, but what they
on
eal is vital. Aaron LevensteinAnother 
ommonly en
ountered distribution is the Lorentzian Distribution,∗also known as the Cau
hy Distribution, and apparently dis
overed by both men.It is 
ontinuous.
9.1 A Bright Idea: LorentzHendrik Lorentz (1853�1928) of the Netherlands (jointly with Zeeman) won the1902 Nobel Prize for Physi
s for his theory of ele
tromagneti
 radiation. His do
toralthesis of 1875 re�ned Maxwell's theory (1865) so as to better explain the re�e
tionand refra
tion of light. Visible light is a narrow part of the broad ele
tromagneti
spe
trum whi
h extends from long wavelength radio waves to short wavelength X-rays, and beyond�both ways. Ele
tromagneti
 radiation (a photon) is a pre
iseos
illation of an ele
tri
 and a magneti
 �eld. Applied/external ele
tri
 and magneti
�elds have an e�e
t on this os
illation and hen
e 
hange the 
orresponding wavelength(λ). Wavelength and frequen
y are inversely related with the speed of light (c) as theproportionality 
onstant (λ = c/f). The Lorentzian Transformation, with it'stime dilation and length 
ontra
tion super
eded the law of gravity of Galileo/Newtonand forms the basis of Einstein's 1905 work on Spe
ial Relativity.

∗http://
yberbuzz.gate
h.edu/te
hnique/issues/spring2002/2002-03-29/18.html75
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76 PROBABILITY & DIST. LESSON 9. THE LORENTZIAN DISTRIBUTION9.2 The Lorentzian DistributionThe Lorentzian Distribution is often† used to des
ribe resonan
e behavior, thingslike swings (pendula) swinging, a bow on a violin string, a thin goblet shatteringwhen the fat lady sings, that dreaded mi
rophone feedba
k, or the rhythmi
 windgusts whi
h destroyed the Takoma Narrows‡ Bridge.§ Soldiers learn early to breakstride when 
rossing a bridge. A radio or TV re
eiver is tuned to resonate in responseto a spe
i�
 frequen
y, typi
ally by 
hanging the 
apa
itan
e or indu
tan
e. Underresonan
e, energy �ows rhythmi
ally between the 
apa
itor's ele
tri
 �eld and theindu
tan
e's magneti
 �eld, just like the inter
hange of potential (energy of position)and kineti
 (energy of motion) energy in a swing. Like the Gaussian, the Lorentzian issymmetri
, unimodal, and 
ontinuous. Under very general assumptions the followingformula 
an be derived:
AΓ/(2π)

(ω − ω′)2 + (Γ/2)2
.By inspe
ting this equation 
losely we 
an see it is symmetri
 and has a maxi-mum when ω − ω′. ω (omega) is 
alled the driving frequen
y whereas ω′ is theresonan
e frequen
y. A is the area under the 
urve and Γ (upper 
ase Greek lettergamma) is 
alled the full width at half maximum or FWHM, the parameterwhi
h 
hara
terizes the spread of the distribution. FWHM is also 
ommonly 
alledthe linewidth or halfwidth.The Lorentzian distribution tends to be lower¶ with fatter tails (often 
alled wings)than a Gaussian distribution with equal FWHM. In fa
t, the wings are so extendedthat the standard deviation is (and higher moments are) not de�ned (the integralsare unbounded or there is no average distan
e from the mean)!9.3 Resonan
e and The Se
ondResonan
e phenomena have be
ome important in keeping time. In 1967 a res-onan
e experiment using an atomi
 beam of 
esium be
ame the de�nition of these
ond. The transition between the ground F = 3 and F = 4 state was observed towithin one part in 1011 (10 parts per trillion or 10 ppt), one of the most a

uratelymeasured frequen
ies known at the time. It is so pre
ise, 9 192 631 770 hertz (
y
les

†http://physi
slabs.phys.
wru.edu/MECH/Manual/Appendix_VI_distributions.pdf
‡http://www.ket
hum.org/bridge
ollapse.html
§http://www.wsdot.wa.gov/TNBhistory/
¶http://www.phys.unsw.edu.au/~mgb/pg_mod3_le
5/node16.html
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9.4. VOIGT PROFILES 77per se
ond), that the de
ision was made to make it the de�nition of the se
ond.The se
ond is the duration of 9 192 631 770 periods of the radiation 
orresponding tothe transition between the two hyper�ne levels of the ground state of the 
esium-133atom.Leap se
onds∗ are now o

asionally used to adjust between time as kept by theatomi
 
esium fountain 
lo
k and time as determined by the earth's motion on its axisand around the sun. In 1997 the International Committee on Weights and Measures
on�rmed that the de�nition of the se
ond was at 0K, in other words, the 
oldestpossible temperature. A 
ommon falla
y you will �nd in many popular writeups isthat �all motion 
eases� at 0K. This is quantum me
hani
ally absurd. We expe
tthe de�nition of the se
ond to 
hange in the near future from the 9GHz range to anatomi
 transition frequen
y in the 100's of Thz range.Lorentzians are also applied to: DNA mi
roarray data† used to measure geneexpression; edges‡ in MR brain images; and muon§ spin relaxation theory.9.4 Voigt Pro�lesOften several parameters in�uen
e a line pro�le. Although the natural linewidthmay be Lorentzian, doppler broadening, 
aused by the random thermal motion, willbe Gaussian. Small magneti
 �elds may 
ause multiple Lorentzians to overlap. The
ombination¶ of these e�e
ts results in a 
onvolution‖ of Lorentzian and Gaussiandistributions and is known as a Voigt pro�le. Among other things, Voigt pro�lesallow us to measure the temperature and pressure of the emitting or absorbing layersin stellar atmospheres.9.5 Calkins Resear
hThese Voigt pro�les had a strong in�uen
e on my Ph.D. resear
h. Cesium is analkali metal meaning there is one ele
tron outside a 
losed shell (
olumn I, the leftmost
olumn of the periodi
 table). Cesium is the heaviest naturally o

urring alkali metaland as noted above is used in the de�nition of the se
ond. Only one isotope o

ursnaturally (133Cs). Cesium is liquid near room temperature, one 
an melt it in theirhand (through a glass vial, please, remember the alkali metals are highly rea
tive). It
∗http://ty
ho.usno.navy.mil/leapse
.html
†http://www.pubmed
entral.nih.gov/arti
lerender.f
gi?artid=130571
‡http://dutnsi
.tn.tudelft.nl:8080/main/node19.html
§http://musr.physi
s.ub
.
a/theses/Kojima/node24.html
¶http://musr.org/intro/ppt/GardenExport/node7.html
‖Formally, the 
onvolution of fun
tions f and g, written f ∗ g, is integral of the produ
t of thetwo fun
tions after one is reversed and shifted: (f ∗ g)(t) =

∫ b

a
f(τ)g(t− τ) dτ .Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins
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78 PROBABILITY & DIST. LESSON 9. THE LORENTZIAN DISTRIBUTIONis pale gold in 
olor (not silvery white as many reputable sour
es 
laim). It is the mostele
tropositive element, forms the strongest base known, and has a high vapor presure.It is a well studied system. In fa
t, this system, through parity non
onservation, allowsatomi
 physi
ists to garner information about the weak for
e. Also, the nu
leus hasa large spin (I = 7
2
) so that the nu
lear o
topole moment was re
ently measured.∗There is a large separation between the �ne and hyper�ne states. Whereas the

D1 (3S1/2 to 3P1/2) and D2 (3S1/2 to 3P3/2) transitions are only 6 nm apart in sodium(witness the yellow of a high pressure sodium lamp), the D1 (6S1/2 to 6P1/2) and
D2 (6S1/2 to 6P3/2) transitions are 42 nm apart in 
esium. However, they are inthe infrared (894 nm and 852 nm). The natural lifetime of these 
esium states isabout 30 ns hen
e the natural linewidth is about 5MHz. Although one would expe
tdoppler broadening on the order of 400MHz for 
esium, by forming a highly 
ollimatedthermal beam we are able to redu
e that to about 5MHz. 894 nm 
orresponds to afrequen
y of about 335THz. My resear
h involved pre
isely �nding the peak of thisVoigt pro�le to less than 3 kHz. We a
hieved an a

ura
y of 7 parts per trillion (0.7parts in 1011), or an improvement of an order of magnitude over Häns
h's 1999 result.Another way to say this is that our results were pre
ise to twelve signi�
ant digits!We found the D1 
entroid to be 335 116 048 748.1(2.4) kHz. This is 
learly one reasonfor my insisting on at least 3, but no more than 5 signi�
ant digits, unless 
learlyindi
ated. Note this last notation is worth further dis
ussion. The (2.4) given afterthe value is the one standard deviation error bar. We are thus 95% 
on�dent thatthe true value is within ±4.7 kHz of the value given, where 1.96 · 2.4 = 4.7.The new pre
ision on the D1 frequen
y in 
esium allowed an improved measure-ment of alpha, the �ne stru
ture 
onstant or ele
tromagneti
 
oupling 
onstant whi
his a fundamental 
onstant of nature.Shown below are typi
al s
ans of the F4 to F3 transistion taken on April 8, 2004.A 1 Gauss magneti
 �eld has been applied in the z (verti
al) dire
tion to the bottoms
an. Below that are �ts of the 1 Gauss s
an using a Gaussian (left) and Lorentzian(right). A better �t is found using a 
ombination (Voigt pro�le). Due to goodsymmetry, however, any of these approa
hes �nds the 
enter to within about thesame 1 kHz.This resear
h took pla
e in the very room at NIST in Boulder CO where theKrypton-86 wavelength was pre
isely measured. The Krypton-86 wavelength wasused to de�ne the meter from 1960 until 1983 when that resear
h lead to a rede�nitionof the meter in terms of the speed of light. We used the femtose
ond laser frequen
y
omb whi
h is also being used to 
alibrate the Mer
ury and Cal
ium frequen
ies whi
hmight well be
ome the new THz time standards in the near future. My dissertation
an be lo
ated here.†

∗http://www.nd.edu/vgergino/
v/thesis_Final.pdf
†http://etd.nd.edu/ETD-db/theses/available/etd-04112005-175414/
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Figure 9.1: Calkins Resear
h Data, Florensen
es vs. O�set Frequen
y, ComparingRuns With and Without a magneti
 �eld.
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9.6. REVIEW ACTIVITY: GRAPHIC ORGANIZER 819.6 Review A
tivity: Graphi
 OrganizerDire
tions: Ea
h small group writes ea
h word and its de�nition on an index
ard after dis
ussing it. They then arrange the 
ards into a graphi
 organizer. Ea
hstudent needs a list and ea
h group a set of 24 index 
ards.
• Experiment
• Events
• Simple events
• Compound events
• Independent events
• Dependent events
• Mutually ex
lusive
• Complementary events
• Odds
• Odds for
• Odds against
• Probability
• Conditional probability
• Impossible
• Certain
• Sample spa
e
• Out
ome
• Random sele
tion
• Combinations
• Permutations
• Chosen with repla
ement
• Chosen without repla
ement
• Simulations
• Random numbers
• Bayes' Theorem

Probability & Distributions�pdf 4 May 23, 2010 
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82 PROBABILITY & DIST. LESSON 9. THE LORENTZIAN DISTRIBUTIONName S
ore9.7 Homework for Lorentzians1. Lorentz developed a used in Relativity whi
h su-per
eded Newton's Laws of Motion giving us time and length.2. Lorentz's theory of better explained theand of light.3. The Lorentzian Distribution is often used to des
ribe behavior,like the inter
hange of and energy. It is ,unimodal, and .4. The standard deviation of a Lorentz Distribution is .5. A Voigt Pro�le is a of Lorentzian and Gaussian Distributions.6. Cesium is an metal, near room temperature, and used inthe de�nition of the . Only isotope(s) o

ur(s) naturally.7. Calkins got signi�
ant digits or parts per trillion in hisresear
h.8. High pressure sodium lamps give a light near 590 nm. The 
or-responding transitions in Cesium o

urs in the near 852 and894 nm.9. and frequen
ies might well be
ome the new THz.10. Measure the FWHM for both Voigt Pro�les in the �rst �gure in the lesson,using the ends of the plot as base. Try for two signi�
ant digits.
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Probability & Dist. Lesson 10The Student t-DistributionFisher would have dis
overed it anyway. William GossetIn this 
hapter we review the Student t-distribution, dis
uss degrees of freedom,
on�den
e intervals, margin of error, the two sample t test, and mat
hed pair test.There is substantial overlap between this lesson and the Introdu
tion to Statisti
s,Lesson 9.10.1 The Father of the t-Distribution: Wm. GossetWilliam Gosset (1876�1937) was a Guinness Brewery employee who needed adistribution that 
ould be used with small samples. Sin
e the Irish brewery did notallow publi
ation of resear
h results, he published under the pseudonym of Student.You should know and we will show in the next lesson that the distribution of samplemeans for large samples approa
hes a normal distribution. What Gosset showed wasthat small samples taken from an essentially normal population have a distribution
hara
terized by the sample size. The population does not have to be exa
tly normal,only unimodal and basi
ally symmetri
. This is often 
hara
terized as heap-shapedor mound shaped.10.2 Student t DistributionIt is often the 
ase that one wants to 
al
ulate the size of sample needed to obtaina 
ertain level of 
on�den
e in survey results. Unfortunately, this 
al
ulation requiresprior knowledge of the population standard deviation (σ). Realisti
ally, σ is unknown.Often a preliminary sample will be 
ondu
ted so that a reasonable estimate of this
riti
al population parameter 
an be made.∗ If su
h a preliminary sample is not
∗Su
h a predi
ament is often referred to as a Cat
h-22, from Heller's 1961 novel set in World WarII. 83



84 PROBABILITY & DIST. LESSON 10. THE STUDENT T -DISTRIBUTIONmade, but 
on�den
e intervals for the population mean are to be 
onstru
ting usingan unknown σ, then the distribution known as the Student t-distribution 
an beused.Following are the important properties of the Student t distribution.1. The Student t distribution is di�erent for di�erent sample sizes.2. The Student t distribution is generally bell-shaped, but with smaller samplesizes shows in
reased variability (�atter). In other words, the distribution isless peaked than a normal distribution and with thi
ker tails. As the samplesize in
reases, the distribution approa
hes a normal distribution. For n > 30,the di�eren
es are negligible.3. The mean is zero (mu
h like the standard normal distribution).4. The distribution is symmetri
al about the mean.5. The varian
e is greater than one, but approa
hes one from above as the samplesize in
reases (σ2 = 1 for the standard normal distribution).6. It takes into a

ount the fa
t that the population standard deviation is unknown.7. The population is essentially normal (unimodal and basi
ally symmetri
)To use the Student t distribution whi
h is often referred to just as the t distribu-tion, the �rst step is to 
al
ulate a t-s
ore. This is mu
h like �nding the z-s
ore. Theformula is:
t =

x̄− µ

s/
√

n10.3 Vo
abulary: DF, α, CI, Margin of Error10.3.1 Degrees of FreedomA
tually, sin
e the population mean is likely also unknown, often the t-s
ore willbe looked up based on the level of 
on�den
e desired and the degrees of freedomand the population mean estimated. Degrees of freedom is a fairly te
hni
al termwhi
h permeates all of inferential statisti
s. In many 
ases it is n− 1.In general, the degrees of freedom is the number of values that 
an vary after
ertain restri
tions have been imposed on all values.Where does the term degrees of freedom 
ome from? Suppose, for example, thatyou have a phone bill from Amerite
h that says your household owes $100. Your
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



10.3. VOCABULARY: DF, α, CI, MARGIN OF ERROR 85mother and father state that $70 of it is theirs and that your younger sibling owesonly $5. How mu
h does that leave you? Here, n = 3 (parents, sibling, you), but on
eyou have the total (or mean) and two more pie
es of information, the last data elementis 
onstrained. The same is true with the degrees of freedom, you 
an arbitrarily useany n− 1 data points, but the last one will be determined for a given mean. Anotherexample is with 10 tests that averaged 55, if you assign nine people random grades,the last test s
ore is not random, but 
onstrained by the overall mean. Thus for 10tests and a mean, there are nine degrees of freedom.10.3.2 Alpha, Type I ErrorFormally, α, or the probability in hypothesis testing of reje
ting the null hypothesiswhen it is in fa
t true, is known as a type I error. It is also 
alled a false negative.For example, a woman takes a pregnan
y test and it gives a negative result, but sheis in fa
t pregnant. Alpha is also 
alled our level of signi�
an
e. Histori
ally, �xedvalues, su
h as α = 0.05 or α = 0.01 were used.10.3.3 Con�den
e IntervalsIf the interval 
alls for a 90% 
on�den
e level, then α = 0.10 and α/2 = 0.05 (for atwo-tailed test). Tables of t values typi
ally have a 
olumn for degrees of freedom andthen 
olumns of t values 
orresponding with various tail areas. An abbreviated tableis given below. For a 
omplete set of values 
onsult a larger table or your TI-83+graphing 
al
ulator. DISTR 5 gives t
df. t
df expe
ts three arguments, lower t value,upper t value, and degrees of freedom. Sin
e no inverse t fun
tion is given on the
al
ulator, some guessing may be involved. Note how t
df(9.9,9E99,2) indi
ates a
t value of about 9.9 for a one tailed area of 0.005 with two degrees of freedom. Pleaselo
ate the 
orresponding value of 9.925 in the table.10.3.4 Margin of ErrorAs with other 
on�den
e intervals, we use the t-s
ore to obtain the margin oferror term whi
h is added and subtra
ted from the statisti
 of interest (in this 
ase,the sample mean) to obtain a 
on�den
e interval for the parameter of interest (inthis 
ase, the population mean). In this 
ase the margin of error is de�ned (sin
e youdon't have population standard deviation you use the sample's) as:ME=tα/2

s√
nYour 
on�den
e interval should look like: x̄−ME < µ < x̄+ME.Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



86 PROBABILITY & DIST. LESSON 10. THE STUDENT T -DISTRIBUTION10.4 Table of t ValuesThe headings in the table below, su
h as .005/.01 indi
ate the left/right tail area(0.005) for a one tail test or the total tail area (left+right=0.01) for a two tailed test.In general, if an entry for the degrees of freedom you desire is not present in the table,use an entry for the next smaller value of the degrees of freedom. This guarantees a
onservative estimate.Deg. of Free.: 1/2 tails .005/.01 .01/.02 .025/.05 .05/.10 .10/.201 63.66 31.82 12.71 6.314 3.0782 9.925 6.965 4.303 2.920 1.8863 5.841 4.541 3.182 2.353 1.6384 4.604 3.747 2.776 2.132 1.5335 4.032 3.365 2.571 2.015 1.47610 3.169 2.764 2.228 1.812 1.37215 2.947 2.602 2.132 1.753 1.34120 2.845 2.528 2.086 1.725 1.32525 2.787 2.485 2.060 1.708 1.316
z ( lim

n→∞
) 2.576 2.326 1.960 1.645 1.282Although the t pro
edure is fairly robust, that is it does not 
hange very mu
hwhen the assumptions of the pro
edure are violated, you should always plot the datato 
he
k for skewness and outliers before using it on small samples. Here small 
anbe interpretted as n < 15. If your sample is small and the data is 
learly nonnormalor outliers are present, do not use the t. If your sample is not small, but n < 40, andthere are outliners or strong skewness, do not use the t. Sin
e the assumption thatthe samples are random is more important that the normality of the underlying pop-ulation distribution, the t statisti
 
an be safely used even when the sample indi
atesthe population is 
learly skewed, if n > 40.10.5 Two sample t TestsOften one wants to 
ompare two treatments or populations and determine if thereis a di�eren
e. This 
an be done either with or without mat
hing. We will dis
uss �rstthe unmat
hed situation. Two assumptions are used: two independent simple randomsamples from two distin
t populations (mat
hing would negate independen
e); andboth populations are normally distributed with unknown means and standard devi-ations. Our null hypothesis would look like H0: µ1 = µ2 or we might want to give a
on�den
e interval for the di�eren
e µ1−µ2. We use the sample means and standarddeviations to estimate the unknown parameters. Although the statisti
 x̄1− x̄2 has anormal distribution in terms of the 
ombined population varian
e, when we use the
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



10.6. MATCHED PAIR TEST 87
ombined sample varian
e, we do not obtain a t distribution. Nonetheless, we do usethe t distribution for hypothesis testing in this 
ase. The two-sample t statisti
 is asfollows:
t =

(x̄1 − x̄2)− (µ1 − µ2)
√

s2
1/n1 + s2

2/n2The expression in the denominator re�e
ts the way varian
es sum (standarddeviations do not sum).There are two options for obtaining a value for the degrees of freedom. Cal
ulatea fra
tional degrees of freedom as given below, or use the smaller of n1− 1 or n2− 1.This latter value always results in 
onservative results. As sample size in
reases,this latter pro
edure also be
omes more a

urate. The two-sample t pro
edures aremore robust than the one-sample methods, espe
ially when the distributions are notsymmetri
. If the sizes of the two samples are equal and the two distributions havesimilar shapes, it 
an be a

urate down to sample sizes as small as n1 = n2 = 5. Thetwo-sample t pro
edure is most robust against nonnormality when the two samplesare of equal size. Thus when planning su
h a study, you should make them equal.The fra
tional degrees of freedom formula is as follows:
d.f. =

(s2
1/n1 + s2

2/n2)
2

(s2
1/n1)2 ÷ (n1 − 1) + (s2

2/n2)2 ÷ (n2 − 1)10.6 Mat
hed Pair TestComparative studies are more 
onvin
ing than single sample investigations. Thusone sample inferen
e testing is less 
ommon. A 
ommon design 
ompares two treat-ments, either before and after, or randomly pi
king one of ea
h pair for treatment. Ina su
h a mat
hed pair design, we apply the one sample t pro
edures to the observeddi�eren
es. Our null hypothesis would be that these di�eren
es are zero and ouralternative hypothesis would be that they are not (two-tailed) or positive/negative(one-tailed).An example might be before and after SAT s
ores after a high-pri
ed 
ourse ofstudy. Or your typi
al freshman pra
ti
e EXPO proje
t where peas, 
orn, or otherseeds are grown with and without (
ontrol) a treatment. Some Biology instru
torsand EXPO judges have expe
ted our freshmen to perform this 
al
ulation!
Probability & Distributions�pdf 4 May 23, 2010 
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88 PROBABILITY & DIST. LESSON 10. THE STUDENT T -DISTRIBUTIONName S
ore10.7 Sampling Box A
tivity�IndividualYou will be 
olle
ting data soon (today?) using sampling boxes. Ea
h box
ontains many (about 400) small beads. These beads are either 
lear or 
olored. The
olored beads are present in a proportion whi
h you are attempting to determine.These boxes are not industrial strength, so please treat them with 
are. The non-
lear beads are 
olored as follows: green, red, blue, lavender, and orange, inapproximate in
reasing order of proportion. The top of the box has 20 holes used totake your sample. Noti
e that 20 is less than 10% of our population, so we will treatthis binomially, even though we are a
tually sampling without repla
ement. Ea
hstudent should plan to 
olle
t �ve values for ea
h box. This value is the number of
olored beads in the 20 holes. If all holes are not �lled on your �rst attempt, tryagain (as in don't use that event as data). Be sure to 
ompletely empty the holesbetween samples. You should be able to 
olle
t this data fairly qui
kly and pass thebox on to the next user. Re
ord your data in the table below and 
al
ulate your
n = 5 arithmeti
 mean and sample standard deviation for your results. Compareyour results with your group. Re
ord your results on the summary sheet.Sample/
olor: green red blue lavender orange12345mean:st.d.:
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10.8. HOMEWORK FOR STUDENT T -DISTRIBUTION 8910.8 Homework for Student t-Distribution1. Find the value of t from the table whi
h has a probability of 0.05 to the rightof t when n = 6.
2. Use the table of t values to �nd a t value with probability of 0.99 to the rightof t when n = 21.
3. What value(s) of t would you use to �nd a 95% 
on�den
e interval for the meanof a population if n = 16?
4. Use t
df on your 
al
ulator to �nd a t value for n = 8 and a one-tailed α =

0.005. You might start by 
omparing the results of t
df(4.032,9E99,5) andt
df(3.169,9E99,10) on your 
al
ulator with the 
orresponding entries in thetable in the lesson.†
5. Suppose you have a one-sample t statisti
 from a sample of n = 6. Supposefurther that you 
al
ulated a t value of t = 2.80 for your hypothesized populationmean (H0: µ = 64 and Ha: µ 6= 64). Give the two-tailed probabilities whi
hbra
ket this value. Cal
ulate the P-value (twi
e the area to the right of this tvalue). Should you reje
t or fail to reje
t the null hypothesis?

A university resear
her pla
ed 12 randomly sele
ted radon dete
tors in a 
ham-ber that exposed them to 105 pi
o
uries per liter of radon. The dete
tor readingswere as follows: 91.9, 97.8, 111.4, 122.3, 105.4, 95.0, 103.8, 99.6, 96.6, 119.3,104.8, and 101.7.
†Some later TI-84 
al
ulators have an inverse T fun
tion.Probability & Distributions�pdf 4 May 23, 2010 
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90 PROBABILITY & DIST. LESSON 10. THE STUDENT T -DISTRIBUTION6. Constru
t a stem-and-leaf diagram of the above data using stems split two ways(i.e. 90�94, 95�99, ...). (Hint: it might be easier to round to integer �rst.)
7. Che
k whether the sample size and skewness allow use of a t test.
8. Cal
ulate a t-value for the sample mean versus the population mean (105).
9. Cal
ulate the areas under the 
urve further away from the mean for this valueof t (two-tailed). Is there 
onvin
ing eviden
e that the mean reading of alldete
tors of this type di�er from the true value?
10. Cal
ulate a two-sample t statisti
 for the data obtained from the 2000 pennyexperiment (x̄ = 15.2, s = 2.71, n = 18 for Calkins and x̄ = 12.2, s = 1.39,

n = 9 for Burdi
k).
11. Cal
ulate the fra
tional degrees of freedom for the above penny experiment usingthe formula given at the end of the le
ture on two-sample t tests. (n1 = 18 and

n2 = 9). Compare this number with that obtained from the TI-84+ 
al
ulatorSTAT TESTS 4: 2-SampTTest . . . not equal, not pooled, 
al
ulate.
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Probability & Dist. Lesson 11The Central Limit TheoremThe weight of eviden
e for an extraordinary 
laim must be proportionedto its strangeness. Prin
iple of Lapla
eIn this Lesson we explore the Central Limit Theorem and its 
onsequen
es. Weapply its appli
ation to 
on�den
e intervals and asso
iated margins of error. We endwith some words about the Finite Population Corre
tion Fa
tor.11.1 A Father of the Central Limit Theorem: Lapla
ePierre-Simeon Lapla
e (1749�1827) was a Fren
h mathemati
ian and astronomer.His �ve volume work Mé
hanique Céleste published during the last third of his lifeestablished mathemati
al astronomy and shifted the 
lassi
al me
hani
s developed byNewton from a geometri
 to a 
al
ulus basis. He is remembered for his developmentof mathemati
al physi
s as one of the greatest s
ientists of all time, the Newton ofFran
e.Lapla
e was not the originator of the 
entral limit theorem, but was rather at theright time and right pla
e during its development. Mu
h earlier work by De Moivreand 
ontemporary work by Cau
hy, Bessel, and Poisson are also important. Its proofis relatively simple as far as mathemati
al theorems go, but won't be dealt with here.Lapla
e's probabilisti
 approa
h was important to solving su
h questions as thestability of the solar system, something Newton's 
umbersome approa
h had to leaveto o

asional �divine intervention.� Lapla
e said �I had no need for that hypothesis�when asked by Napoleon why he hadn't mentioned God in his books.11.2 Randomization for GeneralizationRemember, sampling is an important tool for determining the 
hara
teristi
s ofa population. We usually don't know the population's parameters (mean, standard91



92 PROBABILITY & DIST. LESSON 11. THE CENTRAL LIMIT THEOREMdeviation, et
.), but often want reliable estimates of them. Ensuring random (rep-resentative) sampling free of bias and sampling errors is important. Some sour
esof error 
an be a

ounted for in the experimental design (blind, double blind, Latinsquare, et
.An important rule to remember is:No randomization, no generalization.What this means is, your results 
an not be generalized if proper randomizationte
hniques did not o

ur in your sampling. Many masters degree students have visitedtheir statisti
ian AFTER 
olle
ting their data and dis
overed many months or yearswere wasted due to poor experimental design.11.3 The Central Limit TheoremThe Central Limit Theorem is often 
alled the se
ond fundamental theoremof probabilty�-the Law of Large Numbers is the �rst. It is thus a very importantand useful 
on
ept in statisti
s. There are essentially three things we want to learnabout any distribution: 1) The lo
ation of its 
enter; 2) its width, 3) and how it isdistributed. The 
entral limit theorem helps us approximate all three.Central Limit Theorem: As sample size (n) in
reases, the sampling distributionof sample means approa
hes that of a normal distribution with a mean (µx̄) the sameas that of the population (µ) and a standard deviation (σx̄) equal to the standarddeviation of the population (σ) divided by √n (the square root of the sample size)or σx̄ = σ/
√

n.Stated another way, if you draw simple random samples (SRS) of size n fromany population whatsoever with mean µ and �nite standard deviation σ, when n islarge, the sampling distribution of the sample means x̄ is 
lose to a normal distributionwith mean µ and standard deviation σ/
√

n. This normal distribution is often denotedby: N(µ, σ/
√

n).The 
onverse of the Central Limit Theorem, that as sample sizes de
rease thedistribution is more likely to be
ome abnormal, is also true.11.4 Con�den
e Intervals/Margin of ErrorThe value σx̄ or σ/
√

n is often termed the standard error of the mean. It isused extensively to 
al
ulate the margin of error whi
h in turn is used to 
al
ulate
on�den
e intervals.Remember, if we sample enough times, we will obtain a very reasonable estimateof both the population mean and population standard deviation. This is true whether
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



11.5. FINITE POPULATION CORRECTION FACTOR 93or not the population is normally distributed. However, normally distributed popula-tions are very 
ommon. Populations whi
h are not normal are often �heap-shaped� or�mound-shaped.� Some skewness might be involved (mean left or right of median dueto a �tail�) or those dreaded outliers may be present. It is good pra
ti
e to 
he
k these
on
erns before trying to infer anything about your population from your sample.Sin
e 95.0% of a normally distributed population is within 1.96 (95% is withinabout 2) standard deviations of the mean, we 
an often 
al
ulate an interval aroundthe statisti
 of interest whi
h 95% of the time would 
ontain the population parameterof interest. We will assume for sake of dis
ussion that this parameter is the mean.The margin of error is the standard error of the mean, (σ/
√

n), multiplied by theappropriate z-s
ore (1.96 for 95%).A 95% 
on�den
e interval is formed as: estimate ± margin of error.We 
an say we are 95% 
on�dent that the unknown population parameter lieswithin our given range. This is to say, the method we use will generate an interval
ontaining the parameter of interest 95% of the time. For life-and-death situations,99% or higher 
on�den
e intervals may quite appropriately be 
hosen.Example: Assume the population is the U.S. population with a mean IQ of 100and standard deviation of 15. Assume further that we draw a sample of n = 5 with thefollowing values: 100, 100, 100, 100, 150. The sample mean is then 110 and the samplestandard deviation is easily 
al
ulated as √

(102 + 102 + 102 + 102 + 402)/(5− 1) =√
500 or approximately 22.4. The standard error of the mean is √500/

√
5 =
√

100 =

10. Our 95% 
on�den
e interval is then formed with z = ±1.96. Thus based on thissample we 
an be 95% 
on�dent that the population mean lies between 110 − 19.6and 110 + 19.6 or in (90.4, 129.6). Suppose, however, that you did not know thepopulation standard deviation. Then sin
e this is also a small sample you would usethe t-statisti
s. The t-value of 2.776 for 4 degrees of freedom and a 95% (two-tailed)
on�den
e interval would give you a margin of error of 27.8 and a 
orresponding
on�den
e interval of (82.2, 137.8).11.5 Finite Population Corre
tion Fa
torThe �nite population 
orre
tion fa
tor is: √

N − n

N − 1
.If you are sampling without repla
ement and your sample size (n) is more than,say, 5% of the �nite population (N), you need to adjust (redu
e) the standard errorby multiplying it by the �nite population 
orre
tion fa
tor as spe
i�ed above. Thisredu
ed standard error ultimately in
reases your margin of error sin
e it is used inthe denominator. If we 
an assume that the population is in�nite or that our sampleProbability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



94 PROBABILITY & DIST. LESSON 11. THE CENTRAL LIMIT THEOREMsize does not ex
eed 5% of the population size (or we are sampling with repla
ement),then there is no need to apply this 
orre
tion fa
tor.Example: Suppose 40 men will be getting on a ferry and an old National HealthSurvey indi
ates that the population has a mean weight of 173 pounds with a standarddeviation of 30 pounds. What is the probability that a sample of four of these menwill average over 180 pounds?Solution: N = 40 so our population is not in�nite. Although this distributionis probably fairly normal, our sample size is not larger than 30 (n = 4 < 30), so anormal approximation would be inappropriate. n/N = 4/40 = 10% so we shoulduse the �nite population 
orre
tion fa
tor: √

N−n
N−1

=
√

40−4
40−1

=
√

36/39 = .961. Weexpe
t µx̄ = 173 and σx̄ = 30/2 = 15. Applying the 
orre
tion fa
tor this be
omes14.4. P (x > 179.5) = P (z > 179.5−173
14.4

) = P (z > 0.45) = 0.326.
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11.6. 3-LEVEL STUDY GUIDE FOR CENTRAL LIMIT THEOREM 9511.6 3-Level Study Guide for Central Limit TheoremDire
tions: Che
k the statements whi
h you believe saywhat the author says. Sometimes, the exa
t words areused; at other times, other words may be used.1. Ensuring random sampling, free of sampling errors, is important.2. The Central Limit Theorem helps us approximate the 
enter lo
ation and widthof any distribution.3. The empiri
al rule states that about 95% of a normally distributed populationis within 2 standard deviations of the mean.4. The margin of error is the produ
t of the standard error of the mean and a
arefully 
hosen z-s
ore.5. Although a 95% 
on�den
e level is 
ommonpla
e, life or death situations mayrequire a higher 
on�den
e level.6. If your sample size is more than 5% of the population you should adjust thestandard error upward by a 
ertain fa
tor.Dire
tions: Che
k the statements whi
h you feelrepresent the author's intended meaning.1. Time spent designing an experiment is time well spent.2. With large sample sizes, the mean of your sample means is less likely to be 
loseto the true (population) mean.3. For samples with sizes of more than 30, the distribution of sample means 
anbe well approximated by a normal distribution.4. If the empiri
al rule says 99.7% of a population is within three standard devi-ations of the mean, then a z-s
ore of about 3 would produ
e a margin of errorof about 99.7%.5. Both so
ialogists and medi
al resear
hers use a 95% 
on�den
e interval.6. If we repla
e the obje
t before resampling, we 
an assume our population to bein�nite.Probability & Distributions�pdf 4 May 23, 2010 
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96 PROBABILITY & DIST. LESSON 11. THE CENTRAL LIMIT THEOREMDire
tions: Che
k the statements you agree with, andbe ready to support your 
hoi
es with ideas from thetext as well as your own knowledge and beliefs.1. You should have your experimental design 
he
ked by a statisti
ian before 
ol-le
ting data.2. It is important for resear
hers to be able to generalize their results.3. Sele
ting a sample size is not important to the experimental design pro
ess.4. Speaking in terms of a margin of error is just another way of saying �We don'tknow for sure.�5. A 95% 
on�den
e interval is quite a

eptable for something as benign as theout
ome of the presidential ele
tion in Ohio in Nov. 2004.6. The Hypergeometri
 distribution and the Finite Population Corre
tion Fa
torare related at a deep mathemati
al level.
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11.7. HOMEWORK FOR CENTRAL LIMIT THEOREM 9711.7 Homework for Central Limit Theorem1. Given a 2003 penny data sample mean of 15.8 and a sample standard deviationof 1.91 (with n = 16), 
al
ulate the margin of error (assume a 95% 
on�den
einterval will be generated).
2. Given a sample mean of 15.8 and a sample standard deviation of 1.91 (with

n = 16), 
al
ulate a 95% 
on�den
e interval.
3. Given a sample mean of 15.8 and a sample standard deviation of 1.91 (with

n = 16), 
al
ulate the margin of error (assume a 99% 
on�den
e interval willbe generated).
4. Given a sample mean of 15.8 and a sample standard deviation of 1.91 (with

n = 16), 
al
ulate a 99% 
on�den
e interval.
5. A P-value is a way to express the 
on�den
e of our results. For a one-tailedtest, it is the area under the 
urve to the right (or left) of our observed mean.Cal
ulate a t-s
ore using our observed mean (15.8), expe
ted mean (10.0), andstandard error (1.91/

√
16) and sket
h this region on a normal 
urve.

Probability & Distributions�pdf 4 May 23, 2010 
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98 PROBABILITY & DIST. LESSON 11. THE CENTRAL LIMIT THEOREM6. Cal
ulate this area by doing a t
df(t,9E99,15), where t is the value 
al
ulatedabove, and there are 15 degrees of freedom.
7. Alpha (α) is the term used to express the level of signi�
an
e we will a

ept.For 95% 
on�den
e, α = 0.05. If our P-value is less than alpha, we 
an reje
tour null hypothesis (H0: µ = 10). Should we reje
t our null?
8. Try to identify sour
es of error or bias whi
h might a

ount for these (highlysigni�
ant) results.
9. Do you think other 
oins might display similar 
hara
teristi
s? How many timeswould you have to test it to rea
h a signi�
ant 
on
lusion.
10. Do you think spinning 
oins (espe
ially some of the new and di�erent state quar-ters) might display similar 
hara
teristi
s? We may hand out a data gatheringsheet with very spe
i�
 
olle
tion instru
tions.
11. How willing are you to bet money using this method of ��ipping� a 
oin (as-suming you have no s
ruples against su
h an a
tivity)?

©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



Probability & Dist. Lesson 12Correlations and RegressionsSmoking kills. If you're killed, you've lost a very important part of yourlife. Brooke ShieldsNo where has the maxim �
orrelation does not imply 
ausation� been more hypedthan by the toba

o industry. In this lesson we give an overview of mathemati
al
orrelation and regression. Although we 
on
entrate on linear regression and theasso
iated pro
ess of least squares �t, the homework explores higher order regressionson the TI-8x's series 
al
ulators. First a biography of the man who quanti�ed howgood a regression �ts.12.1 The Father of Math. Statisti
s: Karl PearsonKarl Pearson (1857�1936) established mathemati
al statisti
s as a dis
ipline. Hestarted the �rst university statisti
s department in London in 1911. Although Pearsonwas born as Carl, this be
ame Karl when he enrolled at a German university in 1879.He used both spellings for �ve years before �nally adopting Karl. He eventuallybe
ame universally known as KP.Pearson worked 
losely with Fran
is Galton, a 
ousin to Charles Darwin. In fa
t,Pearson published a three volume biography on the man. Galton worked on evolutionand eugeni
s and upon his death funded a 
hair of eugeni
s at the University ofLondon, whi
h Pearson held �rst. Eugeni
s at that time was mu
h like ra
ism and
on�i
ts arose between so
ially a

eptable solutions and the s
ienti�
 betterment ofthe ra
e�i.e. Hitler's �Final Solution.� Pearson's book The Grammar of S
ien
ea�e
ted Einstein's work.Pearson's work in statisti
s was all-en
ompassing. We present in this lesson hisChi-square. The Pearson produ
t moment 
orrelation 
oe�
ient is named after thisPearson be
ause of his extensive work with 
orrelation and regression. However, itis unusual to �nd it name given so 
ompletely. Pearson also worked on 
lassifyingdistributions. Pearson was o�ered but refused a knighthood, among other honors.99



100 PROBABILITY & DIST. LESSON 12. CORRELATION & REGRESSION12.2 CorrelationThe 
ommon usage of the word 
orrelation refers to a relationship between twoor more obje
ts (ideas, variables...). In statisti
s, the word 
orrelation refers to therelationship between two variables.Examples: one variable might be the number of hunters in a region and the othervariable 
ould be the deer population. Perhaps as the number of hunters in
reases,the deer population de
reases. This is an example of a negative 
orrelation: asone variable in
reases, the other de
reases. A positive 
orrelation is where the twovariables rea
t in the same way, in
reasing or de
reasing together. Temperature inCelsius and Fahrenheit have a positive 
orrelation.How 
an you tell if there is a 
orrelation? By observing the graphs, a person 
antell if there is a 
orrelation by how 
losely the data resemble a line. If the points ares
attered about then there is may be no 
orrelation. If the points would 
losely �ta quadrati
 or exponential equation, et
. then they have a nonlinear 
orrelation.In this lesson we will restri
t ourselves to linear 
orrelation.How 
an you tell by inspe
tion the type of 
orrelation? If the graph of the variablesrepresent a line with positive slope, then there is a positive 
orrelation (x in
reasesas y in
reases). If the slope of the line is negative, then there is a negative 
orrelation(as x in
reases y de
reases).An important aspe
ts of 
orrelation is how strong it is. The strength of a 
or-relation is measured by the 
orrelation 
oe�
ient r. Another name for r is thePearson produ
t moment 
orrelation 
oe�
ient in honor of Karl Pearson whodeveloped it about 1900.
r =

n
∑

xy −
∑

x
∑

y
√

n
∑

x2 − (
∑

x)2
√

n
∑

y2 − (
∑

y)2For samples, the 
orrelation 
oe�
ient is represented by r while the 
orrelation
oe�
ient for populations is denoted by the Greek letter rho (ρ whi
h looks almostlike a p).The 
loser r is to +1, the stronger the positive 
orrelation is. The 
loser r isto −1, the stronger the negative 
orrelation is. If |r| = 1 exa
tly, the two variablesare perfe
tly 
orrelated! Temperature in Celsius and Fahrenheit are perfe
tly
orrelated.Formal hypothesis testing 
an be applied to r to determine how signi�
ant a resultis. The Student t distribution with n − 2 degrees of freedom, t = (r − 0)/sr (where0 represents the expe
ted 
orrelation or rho), and s2
r = (1− r2)/(n− 2). For n = 8,

α = 0.05 and a two-tailed test, 
riti
al values of ±0.707 are obtained.Remember, 
orrelation does not imply 
ausation.A value of zero for r does not mean that there is no 
orrelation, there 
ould be a
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12.3. REGRESSION 101nonlinear 
orrelation. Confounding variables might also be involved. Suppose youdis
over that miners have a higher than average rate of lung 
an
er. You might betempted to immediate 
on
lude that their o

upation is the 
ause, whereas perhapsthe region has an abundan
e of radioa
tive radon gas leaking from the subterra-nian regions and all people in that area are a�e
ted. Or, perhaps, they are heavysmokers. . ..
r2 is frequently used and is 
alled the 
oe�
ient of determination. It is thefra
tion of the variation in the values of y that is explained by least-squares regressionof y on x. This will be dis
ussed further below after least squares is introdu
ed.Correlation 
oe�
ients whose magnitude are between 0.9 and 1.0 indi
ate vari-ables whi
h 
an be 
onsidered very highly 
orrelated. Correlation 
oe�
ientswhose magnitude are between 0.7 and 0.9 indi
ate variables whi
h 
an be 
onsideredhighly 
orrelated. Correlation 
oe�
ients whose magnitude are between 0.5 and0.7 indi
ate variables whi
h 
an be 
onsidered moderately 
orrelated. Correla-tion 
oe�
ients whose magnitude are between 0.3 and 0.5 indi
ate variables whi
hhave a low 
orrelation. Correlation 
oe�
ients whose magnitude are less than 0.3have little if any (linear) 
orrelation. We 
an readily see that 0.9 < |r| < 1.0 
orre-sponds with 0.81 < r2 < 1.00; 0.7 < |r| < 0.9 
orresponds with 0.49 < r2 < 0.81;

0.5 < |r| < 0.7 
orresponds with 0.25 < r2 < 0.49; 0.3 < |r| < 0.5 
orresponds with
0.09 < r2 < 0.25; and 0.0 < |r| < 0.3 
orresponds with 0.0 < r2 < 0.09.12.3 RegressionRegression goes one step beyond 
orrelation in identifying the relationship betweentwo variables. It 
reates an equation so that values 
an be predi
ted within the rangeframed by the data. Sin
e the dis
ussion is on linear 
orrelations and the predi
tedvalues need to be as 
lose as possible to the data, the equation is 
alled the best-�tting line or regression line. The regression line was named after the workGalton∗ did in gene 
hara
teristi
s that reverted (regressed) ba
k to a mean value.If you go outside the original domain (x values) you are extrapolating, otherwiseyou are interpolating.An equation of a line is expressed as y = mx+ b or y = ax+ b or even y = a+ bx.As we see, the regression line has a similar equation.
y = β0 + β1x where y, β0, and β1 represents population statisti
s. But if a 
apappears above the variable, then they represent sample statisti
s. Remember x isour independent variable for both the line and the data.The y-inter
ept of the regression line is β0 and the slope is β1. The following

∗http://www.robertsfox.
om/regression_to_mean.htmProbability & Distributions�pdf 4 May 23, 2010 
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102 PROBABILITY & DIST. LESSON 12. CORRELATION & REGRESSIONformulas give the y-inter
ept and the slope of the equation.
β0 =

∑

y
∑

x2 −
∑

x
∑

xy

n
∑

x2 − (
∑

x)2
β1 =

n
∑

xy −
∑

x
∑

y

n
∑

x2 − (
∑

x)2Noti
e that the denominators are the same, so that saves 
al
ulations. Also, the
al
ulator will have values for 
ertain portions. Also note the important di�eren
ebetween the sum of the squares of the x's (∑ x2
i ) and the square of the sum of the

x's ((∑ xi)
2). Another way to write the equation is in point-slope form where the
entroid is the point that is always on the line. The 
entroid is the ordered pair:(mean of x, mean of y) or (x̄, ȳ).To keep the y-inter
ept and slope a

urate, all intermediate steps should be kept totwi
e as many signi�
ant digits (six to ten?) as you want in your �nal answer (threeto �ve?)!There are 
ertain guidelines for regression lines:1. Use regression lines when there is a signi�
ant 
orrelation to predi
t values.2. Do not use if there is not a signi�
ant 
orrelation.3. Stay within the range of the data. Do not extrapolate!! For example, if thedata is from 10 to 60, do not predi
t a value for 400.4. Do not make predi
tions for a population based on another population's regres-sion line.Example: Write the regression line for the following points:

x y1 43 24 15 08 0Solution 1: ∑

x = 21; ∑

y = 7; ∑

x2 = 115; ∑

y2 = 21; ∑

xy = 14. Thus
β0 = [7 · 115− 21 · 14]÷ [5 · 115− 212] = 511÷ 134 = 3.81 and β1 = [5 · 14− 21 · 7]÷
[5 · 115 − 212] = −77 ÷ 134 = −0.575. Thus the regression line for this example is
y = −0.575x + 3.81.Solution 2: On your TI-84+ graphing 
al
ulator, enter the data into L1 and L2and do a LinReg(ax+b) L1, L2 (STAT, CALC, 4) or LinReg(a+bx) L1, L2 (STAT, CALC,8). You should get a s
reen with
y = ax + b
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12.4. LEAST SQUARES PROCEDURE 103
a = −.5746...

b = 3.8134...

r2 = .790...

r = .88888...If the r2 and r information is absent, do CATALOG (2nd 0) Diagnosti
On. ENTER willbring the 
ommand ba
k to the home s
reen where another ENTER will exe
ute it. Wethus see that about 79% of the variation in y is explained by least-squares regressionof y on x.There is no mathemati
al di�eren
e between the two linear regression formsLinReg(ax+b) and LinReg(a+bx), only di�erent professional groups prefer di�erentnotations.Note the presen
e on your TI-84+ graphing 
al
ulator of several other regressionfun
tions as well. Spe
i�
ally, quadrati
 (y = ax2 + bx + c), 
ubi
 (y = ax3 + bx2 +

cx + d), quarti
 (y = ax4 + bx3 + cx2 + dx + e), exponential (y = abx), and poweror variation (y = axb). Thus an easy way to �nd a quadrati
 through three pointswould be to enter the data in a pair of lists then do a quadrati
 regression on thelists. See the homework for a spe
i�
 example.12.4 Least Squares Pro
edureThe method of least squares was �rst published in 1806 by Legendre. However,Gauss �
ommuni
ated the whole matter to Olbers in 1802.�What is the Least Squares Property?Form the distan
e y−y′ between ea
h data point (x, y) and a potential regressionline y′ = mx + b. Ea
h of these di�eren
es is known as a residual. Square theseresiduals and sum them. The resulting sum is 
alled the residual sum of squaresor SSres. The line that best �ts the data has the least possible value of SSres.This link† has a ni
e 
olorful example of these residuals, residual squares, andresidual sum of squares.Example: Find the Linear Regression line through (3, 1), (5, 6), (7, 8) by brutefor
e.Solution:
x y y' y − y′3 1 3m + b 1− 3m− b5 6 5m + b 6− 5m− b7 8 7m + b 8− 7m− bUsing the fa
t that (A + B + C)2 = A2 + B2 + C2 + 2AB + 2AC + 2BC, we
an qui
kly �nd SSres = 101 + 83m2 + 3b2 − 178m− 30b + 30mb. This expression is

†http://www.keypress.
om/sket
hpad/java_gsp/squares.htmlProbability & Distributions�pdf 4 May 23, 2010 
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104 PROBABILITY & DIST. LESSON 12. CORRELATION & REGRESSIONquadrati
 in both m and b. We 
an rewrite it both ways and then �nd the vertex forea
h (whi
h is the minimum sin
e we are summing squares). Remember the vertexof y = ax2 + bx + c is −b
2a
. SSres = 3b2 + (30m − 30)b + (101 + 83m2 − 178m).

SSres = 83m2 + (30b− 178)m + (101 + 3b2 − 30b). From the �rst expression we �nd
b = (−30m+30)/6. From the se
ond expression we �nd m = (−30b+178)/166. Theseexpressions give us two equations in two unknowns: 5m + b = 5 and 83m + 15b = 89.These 
an be solved to obtain m = 7/4 = 1.75 and b = −15/4 = −3.75. This ishow the equations above for β0 and β1 were derived, from the general solution to twogeneral equations for SSres.This link‡ brings up a Java applet whi
h allows you to add a point to a graph andsee what in�uen
e it has on a regression line.This link§ brings up a Java applet whi
h en
ourages you to guess the regressionline and 
orrelation 
oe�
ient for a data set.

‡http://www.stat.s
.edu/~west/javahtml/Regression.html
§http://www.ruf.ri
e.edu/~lane/stat_sim/reg_by_eye/
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12.5. HOMEWORK FOR CORRELATION AND REGRESSION 10512.5 Homework for Correlation and Regression1. Suppose you remember the triangular numbers, but 
an't remember their for-mula. Enter the following values into L1: 1, 2, 3 and L2: 1, 3, 6. Now do aQuadReg L1, L2 using your TI-84+ 
al
ulator (STAT, CALC, 5) and interpret theresults (rewrite the formula in its usual form).
2. Suppose further you really 
ouldn't remember if the relationship was quadrati
.Try a Cubi
Reg L1, L2 and interpret the results.
3. Add an additional point onto the end of L1: 4 and L2: 10. Repreform theCubi
Reg L1, L2 and interpret the results.
4. Try the Cubi
Reg L1, L2 with L1: 1, 2, 3, 4 and L2: 1, 5, 14, 30 (sums ofsquares) and interpret the results. Try to express your answer in an aestheti
allypleasing form (i.e. fra
tions not de
imal fra
tions).

Probability & Distributions�pdf 4 May 23, 2010 
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106 PROBABILITY & DIST. LESSON 12. CORRELATION & REGRESSION5. Question one 
an be done by solving three equations in three unknowns. Spe
if-i
ally, let ax2 + bx + c = y. Then substitute ea
h value of x and equate it tothe 
orresponding y value. Solve these three equations manually by elimination(due to the regular spa
ing, �rst c, then b eliminate easily).

6. Solve the above equations using your 
al
ulator, either using augmented orinverse matri
es. Re
ord the pertinent matri
es and keystrokes here.
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Probability & Dist. Lesson 13Hypothesis Testing and χ2

It is easy to . . . throw out an interesting baby with the nonsigni�
antbath water. La
k of statisti
al signi�
an
e at a 
onventional level doesnot mean that no real e�e
t is present; it means only that no real e�e
tis 
learly seen from the data. That is why it is of the highest importan
eto look at power and to 
ompute 
on�den
e intervals. William KruskalIn this lesson we �rst review hypothesis testing by giving the four steps presentedin the Introdu
tion to Statisti
s, Lesson 9. We then de�ne Power. We 
ontinue withexamples using the Chi-Square distribution doing various tests for goodness of �t.13.1 Father of Hypothesis Testing: Jerzy NeymanJerzy Neyman (1894�1981) was a Polish-Ameri
an mathemati
ian and statisti-
ian. His family ba
kground was Polish nobles and military heroes, but he was bornin Russia. He went to Poland in 1921 and earned his PhD in 1924 under Sierpi«ski,among others. He studied via fellowships with Karl Pearson and other notables inLondon and Paris. His 1934 paper given at the Royal Statisiti
al So
iety was theevent leading to modern s
ienti�
 sampling. Another paper in 1937 introdu
ed the
on�den
e interval. In 1938 he moved to Berkeley where he advised 39 PhD students.The Neyman-Pearson Lemma is named after him and Karl Pearson's only son Egonwho was born the year after Neyman but died the year before.13.2 Hypothesis TestingOn
e des
riptive statisti
s,∗ 
ombinatori
s, and distributions are well understood,we 
an move on to the vast area of inferential statisti
s. The basi
 
on
ept is one
alled hypothesis testing or sometimes the test of a statisti
al hypothesis. Here we
∗http://www.andrews.edu/~
alkins/math/webtexts/statall.pdf107
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108 PROBABILITY & DIST. LESSON 13. HYPOTHESIS TESTING AND χ2

have two 
on�i
ting theories about the value of a population parameter. It is veryimportant that the hypotheses be 
on�i
ting (
ontradi
tory), if one is true, the othermust be false and vi
e versa. Another way to say this is that they are mutuallyex
lusive and exhaustive, that is, no overlap and no other values are possible.Simple hypotheses only test against one value of the population parameter (p = 1
2
,for instan
e), whereas 
omposite hypotheses test a range of values (p > 1

2
).Our two hypotheses have spe
ial names: the null hypothesis represented by H0and the alternative hypothesis by Ha. Histori
ally, the null (invalid, void, amount-ing to nothing) hypothesis was what the resear
her hoped to reje
t. However, thesedays it is 
ommon pra
ti
e not to asso
iate any spe
ial meaning to whi
h hypothe-sis is whi
h. (Having said that, however, I must qui
kly note that some resear
hersstrongly adhere to this tradition. Che
k early with your resear
h partners, just in
ase.)Although simple hypotheses would be easiest to test, it is mu
h more 
ommon tohave one of ea
h type or for both to be 
omposite. If the values spe
i�ed by Ha areall on one side of the value spe
i�ed by H0, then we have a one-sided test (one-tailed, dire
tional), whereas if the Ha values lie on both sides of H0, then we have atwo-sided test (two tailed, nondire
tional).The out
ome of our test regarding the population parameter will be that we eitherreje
t the null hypothesis or fail to reje
t the null hypothesis. It is 
onsidered poorform to �a

ept� the null hypothesis. Not guilty (not beyond reasonable doubt) isnot the same as inno
ent! However, when we reje
t the null hypothesis we have onlyshown that it is highly unlikely to be true�we have not proven it in the mathemati
alsense. The resear
h hypothesis is supported by reje
ting the null hypothesis. Thenull hypothesis lo
ates the sampling distribution, sin
e it is (usually) the simplehypothesis, testing against one spe
i�
 value of the population parameter.Establishing the null and alternative hypotheses is sometimes 
onsidered the �rststep in hypothesis testing.13.3 Type I and Type II ErrorsTwo types of errors 
an o

ur and there are three naming s
hemes for them. Theseerrors 
annot both o

ur at on
e. Perhaps a table will make it 
learer.Reje
t/Truth H0 True Ha TrueReje
t Ha no error False positive, Type II,

β =P (Reje
t Ha|Ha true)Reje
t H0 False negative, Type I,
α = P (Reje
t H0|H0 true) no errorThe Greek letters α (alpha) and β (beta) should already be familiar. The term
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



13.4. COMPUTING A TEST STATISTIC 109false positive for type II errors 
omes from perhaps a blood test where the test results
ame ba
k positive, but it is not the 
ase (false) that the person has whatever wasbeing tested for. The term false negative for type I errors then would mean thatthe person does indeed have whatever was being tested for, but the test didn't �ndit. When testing for pregnan
y, AIDS, Lyme disease, or other medi
al 
onditions,both types of errors 
an be a very serious matter. Formally, α = P (AcceptHa|H0true), meaning the probability that we �a

epted� Ha when in fa
t H0 was true. Thismeaning for alpha is very similar to that en
ountered earlier and is often 
alled thelevel of signi�
an
e. Alpha and beta usually 
annot both be minimized�there isa trade-o� between the two. Histori
ally, a �xed level of signi�
an
e was sele
ted(α = 0.05 for the so
ial s
ien
es and α = 0.01 or α = 0.001 for medi
ine or thenatural s
ien
es, for instan
e). This was due to the fa
t that the null hypothesiswas 
onsidered the �
urrent theory� and the size of Type I errors was mu
h moreimportant than that of Type II errors.Establishing threshold error levels is often 
onsidered step two in hypothesis testing.Now both are usually 
onsidered together when determining an adequately sizedsample. Instead of testing against a �xed level of alpha, now a P -value is oftenreported.The P -value of a test is the probability that the test statisti
 would take a valueas extreme or more extreme than that a
tually observed, assuming H0 is true.Obviously, the smaller the P -value, the stronger the eviden
e (higher signi�
an
e,smaller alpha) provided by the data is against H0.
13.4 Computing a Test Statisti
On
e the hypotheses have been stated, and the 
riterion for reje
ting the nullhypothesis establish, we 
ompute the test statisti
. The test statisti
 for testing anull hypothesis regarding the population mean is a z-s
ore, if the population varian
eis known (so why are we sampling?). Sin
e this is rarely the 
ase and samples aretypi
ally small, we often use a t-s
ore, whi
h is 
omputing similarly, as shown inLesson 10. When testing other sample statisti
s (proportion, varian
e, et
., othertest statisti
s will be used whi
h have their own underlying distributions. However,the same basi
 pro
edure always applies.Computing the test statisti
 is 
onsidered by some step three in hypothesis testing.Probability & Distributions�pdf 4 May 23, 2010 
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110 PROBABILITY & DIST. LESSON 13. HYPOTHESIS TESTING AND χ2

13.5 Making a de
ision about H0The last step in statisti
al testing is de
iding whether we reje
t or fail to reje
t thenull hypothesis.Although it is 
ommon to state that we have a small 
han
e that the observedtest statisti
 will o

ur by 
han
e if the null hypothesis is true, it is te
hni
ally more
orre
t to realize that the statement should refer to a test statisti
 this extreme ormore extreme sin
e the area under any point on the probability 
urve is zero. It
an also be said that the di�eren
e between the observed and expe
ted test statisti
is too great to be attributed to 
han
e sampling �u
tuations. That is, 19 out of 20times it is too great�there is that 1 in 20 
han
e that our random sample betrayedus (given α = 0.05). Again, should we fail to reje
t the null hypothesis we have to be
areful to make the 
orre
t statement, su
h as: the probability that a test statisti
 ofblah would appear by 
han
e, if the population parameter were blah, is greater than0.05. Stated this way the level of signi�
an
e used is 
lear and we have not 
ommittedanother 
ommon error (like stating that with 95% probability, H0 is true). It is veryimportant for the sample to have been randomly sele
ted, otherwise bias results makesu
h 
on
lusions va
uous.13.6 Power of a TestThe power of a test against the asso
iated 
orre
t value is 1 − β. It is theprobability that a Type II error is not 
ommitted. There is a di�erent valueof beta for ea
h possible 
orre
t value of the population parameter. Italso depends on sample size (n), thus in
reasing the sample size in
reases the power.Power is thus important in planning and interpretting tests of signi�
an
e.It is easy to misspeak power (1− β) and P -value (α).13.7 Chi Square Distributions and TestsThe χ2 (
hi-square) distribution is a 
ontinuous distribution related to the normaldistribution. Spe
i�
ally it involves the sum of squares of normally distributed ran-dom variables. Chi is a greek letter (χ). The χ2 distribution is important in several
ontexts, most 
ommonly involving varian
e. Please note that χ is pronoun
es like ahard k sound like the S
ottish Lo
h (lake) as in Lo
h Ness Monster. (I may have todisown you as a student if I hear anything whi
h sounds soft and 
uddly like a 
hiapet.) The χ2 distribution is important in several 
ontexts, most 
ommonly involvingvarian
e.
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13.7. CHI SQUARE DISTRIBUTIONS AND TESTS 111The χ2 distribution is 
hara
terized by one parameter 
alled the degrees of freedomwhi
h is often denoted by ν (the greek letter nu) and used as a subs
ript: χ2
ν .1. The χ2 distribution is 
ontinuous.2. The χ2 distribution is unimodal.3. The χ2 distribution is always positive χ2 > 0.4. The χ2 distribution mean = ν.5. The χ2 distribution varian
e = 2ν.6. For small ν (ν < 10), the distribution is highly skewed to the right (positive).7. As ν in
reases the χ2 distribution be
omes more symmetri
al about ν.8. We 
an thus approximate χ2

ν when ν > 30 with the normal (see table below).Tables of 
riti
al χ2
ν values are 
ommonly available (as below) or 
an be 
omputedby a statisti
al pa
kage or statisiti
al 
al
ulator.Gosset �rst des
ribed the distribution of s2. It is related to the χ2 by the simplefa
tor (n− 1)/σ2. Although he wasn't able to prove this mathemati
ally, he demon-strated it by dividing a prison population of 3000 into 750 random samples of sizefour and used their heights.A 
ommon appli
ation of the 
hi-square statisti
s is in a test for goodness of�t as des
ribed in the homework. Here we 
ompare expe
ted with observed frequen-
ies typi
ally for one nominal variable. In this 
ase we are testing whether or notthe observed frequen
ies are within statisti
al �u
tuations of the expe
ted frequen-
ies. Although one typi
ally 
he
ks for high χ2 values, sometimes a low χ2 value issigni�
ant. An example for both is in
luded below.The χ2 is also use for tests of indepeden
e. Chi-square 
ontingen
y tablesare often formed and a 
ontingen
y 
oe�
ient may also be used, espe
ially whenworking with nonparametri
 measurements.Example: On July 14, 2005 we 
olle
ted 10 trials of 20 pennies ea
h where these20 pennies were set on edge and the table banged. We observed 145 heads. We 
an
ompare the observed with expe
ted frequen
ies and test for goodness of �t as shownin the table below. There is but one degree of freedom sin
e the number of tails isdependent on the number of heads (200− 145 = 55).Probability & Distributions�pdf 4 May 23, 2010 
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112 PROBABILITY & DIST. LESSON 13. HYPOTHESIS TESTING AND χ2

Solution: We form the χ2 statisti
 by summingthe (O−E)2

E
and get 2045/100+2045/100 = 40.9. We
an then 
ompare this χ2 with 
riti
al χ2 values or�nd an asso
iated p-value. The 
riti
al χ2 value fordf=1 and one-tailed, α = 0.05 is 3.841. Our resultsare far to the right of 3.841 so are VERY signi�
ant(p-value= 1.6×10−10). A table of 
riti
al χ2 valuesfor sele
t values is given below.

Side: Head TailObserved 145 55Expe
ted 100 100(Obs-Exp) 45 −45

(O − E)2 2045 2045
(O − E)2/E 20.45 20.45

13.7.1 A Chi Square Distribution Tabledf/upper tail area 0.99 0.95 0.90 0.10 0.05 0.011 0.00016 0.0039 0.016 2.706 3.841 6.6352 0.020 0.103 0.211 4.605 5.991 9.2103 0.115 0.352 0.584 6.251 7.815 11.344 0.297 0.711 1.064 7.779 9.488 13.285 0.554 1.145 1.610 9.236 11.07 15.0910 2.558 3.940 4.865 15.99 18.31 23.2115 5.229 7.261 8.547 22.31 25.00 30.5820 8.260 10.85 12.44 28.41 31.41 37.5725 11.52 14.61 16.47 34.38 37.65 44.31
> 30 use z =

√

2χ2 −
√

2df − 1

Example: On July 12, 2005 we 
olle
ted 192 di
e rolls, ea
h person present usinga di�erent die and ea
h person doing 24 rolls. Were the results within the expe
tedrange?
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13.7. CHI SQUARE DISTRIBUTIONS AND TESTS 113Pips: 1 2 3 4 5 6Observed 27 23 30 35 40 37Expe
ted 32 32 32 32 32 32(Obs-Exp) −5 −9 −2 3 8 5
(O − E)2 25 81 4 9 64 25

(O − E)2/E 0.78125 2.53125 0.125 0.28125 2.00 0.78125Solution: We form the χ2 statisti
 by summing the (O−E)2

E
and get 208/32=6.5.We 
an then 
ompare this χ2 with a 
riti
al χ2. Only if it is more extreme is it worth�nding a p-value. We have 6 − 1 = 5 degrees of freedom. The 
riti
al χ2 values fordf=5, two-tailed, and alpha=0.05 are 1.145 and 11.07. Sin
e our χ2 is within thisrange, our results are within the range we 
an expe
t to o

ur by 
han
e. Noti
ethe lower χ2 
ut o�. When people fabri
ate a random distribution they are likely tomake it too uniform and get too small of a χ2 whi
h 
an be 
he
ked as above, butthe χ2 would likely be less than 1.145. Working ba
kwards we see the sum of the

(O − E)2 would have to be less than 36 so if one were 5 or less away and the restmu
h 
loser, we might wonder. Su
h data are often said to be �
ooked� as in 
ookedup from s
rat
h.As noted at the bottom of the table above, when the degrees of freedom are large,a z-s
ore 
an be formed and 
ompared against a standard normal distribution. Notealso that the mean of any χ2 is the degrees of freedom. This might be helpful torealize where the distribution is 
entered.The χ2 goodness of �t does not indi
ate what spe
i�
ally is sign�
ant. To �nd thatout one must 
al
ulate the standardized residuals. The standardized residual isthe signed square root of ea
h 
ategory's 
ontribution to the χ2 or R = (O−E)/
√

(E).When a standardized residual has a magnitude greater than 2.00, the 
orresponding
ategory is 
onsidered a major 
ontributor to the signi�
an
e. (It might be just aseasy to see whi
h (O − E)2/E entries are larger than 4, but standardized residualsare typi
ally provided by software pa
kages.)
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Name S
ore13.8 Homework for Hypothesis Testing1. Set Y1 on your TI-84+ graphing 
al
ulator equal to χ2pdf(X,5) (2nd DISTR6).† Then adjust your viewing window to 0 < x < 10 with Xs
l=1 and 0 < y <

0.3 with Ys
l=0.02 and sket
h the results.
2. Repeat problem 1 with Y1 on your TI-84+ graphing 
al
ulator set to χ2pdf(X,2)(2nd DISTR 6).‡
3. Repeat problem 1 with Y1 on your TI-84+ graphing 
al
ulator set to χ2pdf(X,20)(2nd DISTR 6),§ but extend the domain (x) to go up to 40.
4. Sin
e 1995, blue M&M R© 
andies repla
ed tan with 30% brown, 20% yellow,20% red, 10% orange, 10% green, and 10% blue 
andies to be expe
ted, onaverage. �While we mix the 
olors as thoroughly as possible, the above ratiosmay vary somewhat, espe
ially in the smaller bags. This is be
ause we 
ombinethe various 
olors in large quantities for the last produ
tion stage (printing).The bags are then �lled on high-speed pa
kaging ma
hines by weight, not by
ount.� Ea
h student will need to pur
hase one 1.69 oz bag of plainM&M R©'s. It is best if the bags are pur
hased at di�erent stores and notobtained from only a few sour
es of supply. Complete the table below use

n = 10 di�erent, randomly sele
ted M&M's for ea
h person.
†The 6 may be a 7 if your 
al
ulator has InvT as 4.
‡The 6 may be a 7 if your 
al
ulator has InvT as 4.
§The 6 may be a 7 if your 
al
ulator has InvT as 4.
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13.8. HOMEWORK FOR HYPOTHESIS TESTING 115Color: brown yellow red orange green blueObservedExpe
ted 3n
10

= 2n
10

= 2n
10

= 1n
10

= 1n
10

= 1n
10

=
(O−E)2

ENow add up the bottom row and 
all it χ2.¶ Compare your value with others.Did any parti
ular 
olor 
ontribute signi�
antly to this value?‖5. Bonus: 
olle
t the information from everyone at your table and use this largersample to 
omplete the table below.Color: brown yellow red orange green blueObservedExpe
ted 3n
10

= 2n
10

= 2n
10

= 1n
10

= 1n
10

= 1n
10

=
(O−E)2

ENow add up the bottom row and 
all it χ2. Compare your value with othertables. Did any parti
ular 
olor 
ontribute signi�
antly to this value?6. Bonus: Repeat the pro
ess above but using all freshmen and sophomore data.7. Bonus: After 
ompleting the 
ount feel free to dispose of the M&M R© byany method you deem appropriate.8. Set Y1 on your TI-84+ graphing 
al
ulator to Fpdf(X,5,5) (2nd DISTR 8).∗∗Then adjust your viewing window to 0 < x < 5 with Xs
l=1 and 0 < y < 0.7with Ys
l=0.1 and sket
h the results.
¶By putting the O and E values in lists, manipulating the lists, and storing the results in anotherlist, you 
an also get the 
al
ulator to sum these values easily.
‖The Pra
ti
e of Statisti
s, 3rd edition, by Yates, Moore, Starnes, 2006, page 834 gives thefollowing per
entages: brown 13%, yellow 14%, red 13%, orange 20%, green 16%, and blue 24%.It is not known when this 
hanged, but when all my data over the last several years were 
he
ked,these per
entages yielded mu
h better χ2 results.

∗∗The 8 may be a 9 if your 
al
ulator has InvT as 4.Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins
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Probability & Dist. Lesson 14Design of Exper., Non-parametri
sAll models are wrong, some models are useful. George Box14.1 Father of Statisti
al Geneti
s: Sir R. A. FisherFisher (1890�1962) was an English statisti
ian and geneti
ist who had a profoundin�uen
e on the way the �eld of statisti
s developed, espe
ially as it applies to biology.He is des
ribed as �a genius who almost single-handedly 
reated the foundation formodern statisti
al s
ien
e.� Fisher pioneered the design of experiment, analysis ofvarian
e, the te
hnique of maximum likelihood, and began the �eld of non-parametri
statisti
s. He developed ideas on sexual sele
tion, mimi
ry, and the evolution ofdominan
e. Several statisti
al tests and the F distribution are named after him.14.2 Experimental DesignExperimental design or design of expermients is a dis
ipline important to all natu-ral and so
ial s
ien
es whereby an experimenter 
ontrols how variation of a treatment(pro
ess or intervention) a�e
ts the information gathered about that treatment. Theformal mathemati
al methodology was developed by Fisher in his 1935 book The De-sign of Experiments. A 
lassi
 example, perhaps frivolous, yet nonetheless instru
tivewas wehter a 
ertain lady 
ould tell by �avor alone whether tea or milk were �rstpla
ed in the 
up. Design of experiment was develped with analysis of varian
e orANOVA whi
h we also dis
uss below.One of the �rst well do
umented experiments was done in 1747 by ship's surgeonJames Lind in his quest to develop a 
ure for s
urvy. He sele
ted 12 su�erers, dividedthem into six pairs, and gave ea
h of the six pairs a di�erent diet variation for twoweeks. All six treatments were 
ommonly proposed remedies. The 
ider, sulfuri
 a
id,seawater, garli
/mustard/horseradish, and vinigar groups had minimal improvement,whereas the group re
eiving two oranges and one lemon every day re
overed qui
kly117



118 PROBABILITY & DIST. LESSON 14. DES. OF EXPER., NON-PARA.and either returned to duty or nursed the rest. Although he used repli
ation, hedid not use a 
ontrol, nor randomized allo
ation of subje
ts to treatments, insteadensuring the 
ases �were as similar as I 
ould have them.� We will list and dis
usshere several important aspe
ts of exerimental design.14.2.1 ComparisonComparison between treatments are usually more reprodu
ible and usually prefer-able. This is be
ause it is hard to exa
tly reprodu
e measured results. A standard ortraditional treatment is often 
ompared with as a baseline.14.2.2 RandomizationRandom here does not mean haphazard�some randomizing me
hanism, su
h asrandom numbers, is being employed to allo
ate units to treatments. There are ex-tensive mathemati
al theories used to 
al
ulate and manage the risks asso
iated withgetting a serious imbalan
e between groups. These risks depend on sample size whi
hthen must be adequate.14.2.3 Repli
ationHaving more than one test subje
t in ea
h test unit gives us some informationregarding variation. Measurements usually are subje
t to variation. This variation
an be both between repeated measurements and between the repli
ated items.14.2.4 Blo
kingHow the experimental units are arranged into groups is known as blo
king. Sometrees in an or
hard are going to be on the west, others on the east, perhaps some bya road and others by a woods. Some of these variations may be irrelevant but othersrelavant. Blo
king helps redu
e these variations between units and gives a greaterpre
ision to our estimation of the sour
e of variation.14.2.5 OrthogonalityOrthogonal often means perpendi
ular but here means un
orrelated. In linearalgebra, orthogonal ve
tors are linearly independent. Orthogonal treatments are thusindependent and provides di�erent information. Contrast is another word often usedto des
ribe these forms of 
omparison.
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14.3. THE F -DISTRIBUTION AND ANOVA 11914.2.6 Fa
torial ExperimentWhen an experiment has two or more fa
tors, it is termed a fa
torial experiment.These fa
tors often have dis
rete levels asso
iated with them. Often a full fa
torialdesign is infeasible so many (more than half?) of the possible 
ombinations areomitted.14.3 The F -Distribution and ANOVAIn prior se
tions we 
onsidered tests of inferen
e about the means of various dis-tributions. One 
an use the t pro
edure for inferen
es about the population means fornormal populations and often for non-normal populations as well. Similarly, propor-tions 
an easily be tested. One might then be tempted to 
onsider tests of inferen
esabout the standard deviation of a population, but the expert advi
e is: don't doit without expert advi
e! The F Statisti
 is not robust against non-normality.Also, the F distribution and ANOVA are histori
ally not tested on the AP Statisti
sExam.When 
omparing standard deviations the test is 
alled analysis of varian
e ormore 
ommonly by its a
ronym ANOVA. The ANOVA F allows us to 
omparesevaral means, not just two as was done earlier with the t statisti
.Sin
e we have use the term F several times it now behooves us to look at theunderlying F distribution. The F distribution is named in honor of R. A. Fisherwho �rst studied it in 1924. (As you 
an see by this date and Gauss's work, Statisti
sreally only re
ently developed.) Spe
i�
ally, the F distribution 
ompares the varian
eof two normal populations. If σ2
1 = σ2

2, then we expe
t s2
1−s2

2 to be distributed aboutzero or equivalently the ratio s2
1/s

2
2 to be 
lose to 1.0. However, this will depend onboth sample sizes, or more pre
isely, on the degrees of freedom.The ratio of the varian
es of two independent random samples taken from normalparent populations with equal varian
es has an F -distribution 
hara
terized by thedegrees of freedom: ν1 = n1 − 1 and ν2 = n2 − 11. The F distribution is always positive or zero and positively skewed (right).2. The F distribution is 
hara
terized by two parameters, the degrees of freedomof the two samples.3. The F distribution is the ratio of two χ2 variables.4. The mean and varian
e for the F distribution depends on the two degrees offreedom.5. Extensive tables exist, but only for F > 1.0, so use the larger varian
e asnumerator.Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



120 PROBABILITY & DIST. LESSON 14. DES. OF EXPER., NON-PARA.6. The t, χ2, and F are all related to the gamma distribution.14.4 non-Parametri
 Statisti
sWe will introdu
e brie�y non-paremetri
 tests of signi�
an
e for ordinal depen-dent variables. We already introdu
ed the χ2 statisti
 whi
h is a non-parametri
test. Spe
i�
ally, the dependent variable tends to be at the nominal level and ourparametri
 assumptions of normality and homogeneity of varian
e 
annot be met.14.4.1 One sample tests for Ordinal DataThree 
ommon one sample tests of sign�
an
e are: 1) the one-sample sign test;2) the Mann-Kendall test for trends; and 3) the Kolmogorov-Smirnov one-sampletest. The interested reader 
an sear
h online or textbooks for more information.14.4.2 Two sample tests for Ordinal DataWe explore here two 
ommon tests of signi�
an
e for the two sample 
ase whenthe dependent variable is measured at the ordinal level. First, the median testtests the hypothesis that two samples have been sele
ted from populations with equalmedians. One starts by �nding this 
ommon median by ordering the s
ores fromboth groups together and then determining the median. Then a 2 × 2 
ontingen
ytable is formed with the frequen
y 
ounts of how many from ea
h group are above orbelow the 
ommon median. A χ2 statisti
 is generated using the simpli�ed formula:
χ2 =

n(AD −BC)2

(A + B)(C + D)(A + C)(B + D)and 
ompared with a 
riti
al value in the normal way.Se
ond, the statisti
ally more powerful Mann-Whitney U test, tests not onlythe median, but also the total distribution (
entral tendan
y and distribution). Thenull hypothesis spe
i�es that there is no di�eren
e in the s
ores of the two populationssampled. Two U values are 
al
ulated and the smaller one is sele
ted for 
he
king ina table of 
riti
al values. The null hypothesis is reje
t if the 
omputed U is less thanthe table value. The U values take into a

ount the number of data elements in ea
hsample (n1 and n2) and the sum of the ranks in ea
h group (R1 and R2). Cal
ulate
Ui = n1n2 + ni(ni+1)

2
− Ri for both i = 1 and i = 2.When both groups are larger than 20, the sampling distribution approa
hes thenormal distribution and a z-s
ore 
an be 
omputed from the sampling distributionmean µU = n1n2

2
, and standard deviation σU =

√

n1n2(n1 + n2 + 1)/12. The z s
oreis 
al
ulated in the usual way with z = U−µU

σU
.
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14.4. NON-PARAMETRIC STATISTICS 121A table of Mann-Whitney 
rit
al U values is given below for α = 0.05 (1-tailed=di-re
tional Ha) and sele
ted sample sizes only. More extensive tables are readily avail-able.∗
ni/nj 2 3 4 5 6 7 8 9 10 15 202 0 0 0 1 1 1 2 2 2 4 53 0 1 1 2 3 3 4 5 5 8 124 0 1 2 3 4 5 6 7 8 13 195 1 2 3 5 6 7 9 10 12 19 266 1 3 4 6 8 9 11 13 15 24 337 1 3 5 7 9 12 14 16 18 29 408 2 4 6 9 11 14 16 19 21 34 489 2 5 7 10 13 16 19 22 25 40 5510 2 5 8 12 15 18 21 25 28 45 6315 4 8 13 19 24 29 34 40 45 73 10120 5 12 19 26 33 40 48 55 63 101 13914.4.3 Kendall's tau and Spearman's rhoTwo of my favorite non-parametri
 statisti
s are Kendall's tau and Spearman'srho. Primarily be
ause I had to write 
omputer programs my sophomore year in
ollege to 
al
ulate them. Kendall's τ measures the degree of 
orresponden
e betweentwo rankings and assesses the signi�
an
e of this 
orrespondan
e. That is to sayit measures the strength of asso
iation of the 
ross tabulations. Spearman's ρ ismu
h like the Pearson produ
t moment 
orrelation 
oe�
ient, ex
ept the numbersare 
onverted to ranks before it is 
omputed.14.4.4 K-Sample Tests for Ordinal DataThe test statisti
s H for the Kruskal-Wallis one-way analysis of varian
e is
al
ulated in a similar manner to the Mann-Whitney U . The null hypothesis is thatthere is no di�eren
e in the distribution of data in the K populations. The alternatehypothesis would be that at least two of the K populations or a 
ombination ofpopulations di�er. Although we won't give the formula here, the sampling distributionis the χ2 with K − 1 degrees of freedom.Tied ranks generally have minimal e�e
t on both the Mann-Whitney U andKruskal-Wallis H and a 
orre
tion fa
tor 
an be applied. However, results fromeither test might be questionable when there are an ex
essive number of tied ranks.

∗http://www.
quest.utoronto.
a/geog/ggr270y/tables/Mann-Whitney_U_Table.htmProbability & Distributions�pdf 4 May 23, 2010 
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122 PROBABILITY & DIST. LESSON 14. DES. OF EXPER., NON-PARA.14.4.5 Two Sample Tests, Dependent (mat
hed)The Wil
oxon mat
hed-pairs signed-rank test was developed for use withdependent samples and ordinal data. The null hypothesis is again stated in generalterms of no di�eren
e between populations. The test statisti
, termed T , is formedby ranking the pre-/post-test di�eren
es but in
luding a sign (negative for largerpost-test s
ore). The ranks with the least frequent sign are summed and the result-ing statisti
 
ompared with a table of 
riti
al values. With samples larger than 25the sampling distribution approa
hes the normal distribution with µT = n(n+1)
4

andstandard deviation σT =
√

n(n+1)(2n+1)
24

. The z s
ore is 
al
ulated as z = T−µT

σT
.14.5 EpilogueThis 
on
ludes our overview of probability and distributions. Please 
he
k yourbooklets for 
ompleteness and prepare them for the 
ompleteness a
tivity (quiz) andsubsequent stapling.14.6 Conversion, Image, Copyright, Other Issues

• Generate answers for lessons 1, 2, 3, 4, 5, 6, 8, 9, 13 and homework for 14.
• Code answers for released odd/full solutions (same �le).
• Lesson 6: Make skewness graphs (binomial .1, .9).
• Lesson 6: Make 
df of IQs; 
onvert 13qz as binomial quiz.
• Lesson 8: Generate Poisson, Geometri
, et
. distribution graphs.
• Lesson 13: The χ2 image 
ame from Wikipedia? without attribution.
• Lesson 13: Make graph of power.
• Lesson 13: Odd number of pages.
• Convert: More quizzes over Statisti
s?: 12qy, 34qy, 5aqz, 67qy 08qy.
• Convert: PROD03qz, PROD07a
 (ran. straw samp.), PROD09ad (ni
kle �ip).
• Resolve bio dupli
ation of Fisher/Gosset/Pearson.
• There are htm links to numbers in 1, 5, 7, and 8
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14.7. BOOKLET COMPLETION CHECKLIST 12314.7 Booklet Completion Che
klistDire
tions: You may work together, but answer ea
h question 
arefully usingyour own Probability and Distribution booklet. Take time to put the booklet inTHIS order. Make a list by table of who is missing what (nonbonus) items.1. Page i (front 
over): Full title of booklet.2. Page v: Title page title for lesson 9.3. Page 1: quote.4. Page 3 (0.1 Lesson 1): Singular of Data (item 9).5. Page 5 (0.3 Lesson 3): Proper way to spell Tendan
y (3 pla
es).6. Page 6 (0.4 Lesson 4): Another name for quadrati
 mean.7. Page 8 (0.6 Lesson 6): Mean and standard deviation of IQ s
ores.8. Page 10 (0.8 Lesson 8): How many stems should you have?9. Page 11 (0.9 Lesson 9): Where did Gosset work?10. Page 14: (1.2 Exp.) Give three 
ommon examples of random experiments.11. Page 18: (1.6 Magi
 Square) Sum on magi
 square.12. Page 20: (1.7 Homework) Q12. Prob. green=5 or red=2.13. Page 23: (2.2 Counting Rule) Symboli
ally, what is the addition rule?14. Page 28: (2.9 Homework) Q17. Di�erent permutations in DENNIS.15. Page 31: (3.4 At Least One) What was P (at least one heart)?16. Page 35: (3.8 Homework) Q3. Di�erent 5-
ard poker hands.17. Page 38: (4.2 Odds) How are odds against and odds in favor related?18. Page 40: (4.4 Quiz) Q3.19. Page 42: (4.5 Homework) Q13. Odds against sele
ting a prime roulette number?20. Page 44: (5.2 Risk) Exa
t probability of 3 on 2 die Risk results being split.21. Page 48: (5.5 Homework) Q4. Sterling's approximation for 300!22. Page 51: (6.3 D vs. C) Two fundamental rules regarding distributions.23. Page 57: (6.6 Homework) Q3a. Tom Bone's P(getting every note right)?24. Page 60: (7.2 Binomial) Requirement 4 for binomial experiments.25. Page 64: (7.7 Magi
 Square) What mat
hes I?26. Page 65: (7.8 Homework) Q2. Probability of more than four lefties in 25 if
p = 1

10
.Probability & Distributions�pdf 4 May 23, 2010 
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124 PROBABILITY & DIST. LESSON 14. DES. OF EXPER., NON-PARA.27. Page 68: (7.9 Penny) What was the 2005 average number of penny heads?28. Page 70: (8.2 Queuing Theorey) How do the Binomial and Poisson di�er?29. Page 73: (8.5 Homework) Q3. P (3 
ustomers in any one minute interval)?30. Page 76: (9.2 Lorentzian) What behavior does the Lorentzian Dist. des
ribe?31. Page 82: (9.7 Homework): Q10. FWHM for the two Voigt Pro�les.32. Page 83: (10.1 Gosset) When did �Student� live?33. Page 88: (10.9 Sampling Box) What was your Orange mean?34. Page 89: (10.10 Homework) Q4. What value of t for n = 8 gives α = 0.005?35. Page 93: (11.4 CI & M of E) What is a margin of error?36. Page 95: (11.6 3-Level SG) How does repla
ement a�e
t population size?37. Page 98: (11.7 Homework) Q7. What P -value and what α were 
ompared?38. Page 100: (12.2 Correlation) How are Celsius and Fahrenheit 
orrelated?39. Page 105: (12.5 Homework): Q2. Why didn't this work?40. Page 108: (13.3 Error Types) Two other names for Type I & Type II errors.41. Page 115: (13.8 Homework) Q7. Pres
ribed M&M R© disposal method.42. Page 117: (Chapter 14) What is the George Box quote?43. Page 126: (14.7 Booklet Che
klist) Q43. What is this question number?44. Page 126: (A.5 Quiz over SL 5) Q8.45. Page 122: (A.1 SL 1&2 Review Quiz) Q12.46. Page 124: (A.2 SL 3&4 Review Quiz) Q9.47. Page 127: (A.4 SL 6&7 Review Quiz) Q4.48. Page 129: (A.5 SL 8 Review Quiz) Q6.49. Page 125: (A.3 Stat Released Test) What is the date of the pra
ti
e test?50. Page 141: (A.8 Prod. Released Test) What is the date of the released test?51. Page 146: (B.2 7 Solutions) Q6. What is the probability of losing the lottery?52. Page 150: (B.3 10 Solutions) Q8. What is the t-value.53. Page 152: (B.4 11 Solutions) Q6. Probability µ = 10, given the penny sample?54. Page 153: (B.5 12 C & R) Q4. Fa
tored formula for sum of squares.55. Page 153: (B.6 Statisti
s Key) z s
ore in Q5.56. Page 159: (B.7 Prob. Test Key) Q4.
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126 APPENDIX A. QUIZZES AND TESTSA.1 Quiz over Statisti
s Lesson 5Use the sample data: 31, 32, 32, 34, 35, 43, 24, 13, 19, 23, 23,45, 13, 13, 54, 45, 12, 75, 23, 46, 54, 87, 12, 45, 78 to answer thefollowing questions.1. Make a stem and leaf diagram.2. Mean.3. Mode.4. Median.5. Midrange.6. Q1.7. Q3.8. Standard deviation.9. Varian
e.10. Range.
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A.2. STATS 1&2 REVIEW QUIZ 127Name S
oreA.2 Stats 1&2 Review Quiz1. What is the di�eren
e between statisti
s and statisti
?2. What is the di�eren
e between des
riptive and inferential statisti
s?3. Would you trust a Nov. 2, 2004 midnight voluntary exit poll to be a

urate ifit said Kerry won over Bush with a very small margin of vi
tory in the Ohioprimary? Why or why not?4. Complete the following 
omparison: Parameter is to ?................?, as statisti
is to ?..............?.5. What are the two 
atagories of data starting with the letter q?6. If numeri
 data is not dis
rete, then it must be ?.................?.7. Arrange in order from lowest to highest the four levels of measurement.8. If your tea
her's portfolio dropped 50% in value, what per
ent in
rease (fromthe resulting, new value) would be required to return it ba
k to its originalvalue?The 1st ed. of a textbook 
ontained 700 exer
ises. For the revised edition,the author removed 50 of the original exer
ises and added 350 new exer
ises.Complete ea
h of the following statements.9. There are ?..............? exer
ises in the revised ed.10. There are ?..............? more exer
ises in the revised ed. than the 1st ed.11. There are ?..............?% more exer
ises in the revised ed. than the 1st ed.12. ?..............?% of the exer
ises are new.13. Assume 25% of the deer population is infe
ted with TB. Suppose the total popu-lation is redu
ed by 10% by re
urring annual methods. If the initial populationwas 100,000, how many infe
ted deer are left? (Assume that the redu
tionmethods operate independently of infe
tion.) Bonus: Draw a Venn Diagramwith numeri
al results for ea
h of the four out
omes.14. In two words, des
ribe the di�eren
e between pre
ision and a

ura
y.Identify ea
h number as dis
rete or 
ontinuous.Probability & Distributions�pdf 4 May 23, 2010 
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128 APPENDIX A. QUIZZES AND TESTS15. Yesterday's re
ords for MSC attendan
e show that two under
lassmen wereabsent.16. Volvo sold 84,000 
ars in the United States in 1999.17. A 1999 Cadilla
 Es
alade weighs 5,600 pounds.18. The radar 
lo
ked a Nolan Ryan fastball at 98.4 mph.Determine whi
h level of measurement is most appropriate.19. Colors of Skittles R© brand 
andies.20. Final 
ourse grades of A, B, C, D, and F.21. Daily high and low temperatures at the Niles airport for 1998.22. Time (in days) for a sunspot to be visible from the earth.Identify the type or types of sampling used for the following.23. George went through the telephone book and 
alled every 89th person listed.24. Four people divided the telephone book evenly and ea
h randomly samplingfrom their portion.25. All people with a 461 telephone ex
hange are 
alled.26. Every 5th blo
k of 10 students leaving the Eau Claire High S
hool 
afeteria onJune 31 is exhaustively sampled about their faith in random samples.27. What four letter word is asso
iated with 
onvenien
e sampling?28. Di�erentiate between prospe
tive and retrospe
tive study.29. Give two other names for random sampling.
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A.3. STATS 3&4 REVIEW QUIZ 129Name S
oreA.3 Stats 3&4 Review QuizFind the mean, mode, median, and midrange for the following four data sets.Please use the statisti
s mode on your 
al
ulator only for the large data set.1. Fabri
ated data based on annual in
ome of sele
t individuals related to pro-du
ing this homework assignment: $40,000, $400,000, $4,000,000, $40,000,000,and $400,000,000 (math tea
her, notebook 
omputer assembler, Nets
ape R© pro-grammer, Windows R© programmer, Bill Gates).2. Data set with mixed pre
ision: 1, 1.1, 2.7, 3.14, 1.618.3. Data set with an even number of elements: 1, 2, 3, 4, 5, 6.4. Data set with lots of data (inauguration ages of U.S. presidents): 57, 61, 57, 57,58, 57, 61, 54, 68, 51, 49, 64, 50, 48, 65, 52, 56, 46, 54, 49, 51, 47, 55, 55, 54,42, 51, 56, 55, 51, 54, 51, 60, 62, 43, 55, 56, 61, 52, 69, 64, 46, 54, 47. Pleaseuse your graphing 
al
ulator and save the data for problem 17 on this quiz.5. Find the mean temperature if the high is 20◦C and the low is 12◦C.6. Find the mean temperature if the high is 6◦C and the low is −7◦C.7. Find the mean temperature if the high is −1◦C and the low is −9◦C.8. Give the 
oordinates of the midpoint of line segment TW, where T = (−3,−3)and W = (9, 3).9. Give the 
oordinates of the midpoint of the segment with endpoints (a, b) andthe origin.
Probability & Distributions�pdf 4 May 23, 2010 
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130 APPENDIX A. QUIZZES AND TESTS10. The digits of e have been shown to be very random. Treating ea
h of the �rst�fteen de
imal digits as a separate element, 
al
ulate the mean, mode, median,and midrange for this sample.11. What would you expe
t ea
h of these average values to be, if say a million orbillion digits of e were used?12. Cal
ulate the average growth rate for a portfolio with portfolio with the follow-ing 
onse
utive annual interest rates: 5%, 15%, −25%, −10%, 20%.13. Four students drive from Mi
higan to Florida (2000 km) at 110.0 kph and returnat 90.0 kph. Find the average round trip speed, using the harmoni
 mean.14. For the problem just above, what is their average round trip velo
ity?15. Tom Foolery measures the voltage in a standard outlet as −120 volts, 160 volts,90 volts, and 30 volts at random intervals. Help him 
al
ulate the RMS voltage.16. Cal
ulate the GPA (weighted mean) for the following data: Biology, 5 
redits,A− (use 3.667); Chemistry, 4 
redits, B+ (use 3.333); College Algebra, 3 
redits,A− (use 3.667); and Health, 2 
redits, C (use 2.000); Debate, 2 
redits, B− (use2.667). Express your results to three de
imal pla
es.17. Using the inauguration ages from problem 4 above, 
al
ulate the 10% trimmedmean and 20% trimmed mean.18. A resear
her �nds the average tea
her's salary for ea
h state from the web. Hethen sums them together, divides by 50 to obtain their arithmeti
 mean. Whyis this wrong and what should he have done?
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A.4. STATS 6&7 REVIEW QUIZ 131Name S
oreA.4 Stats 6&7 Review Quiz1. Find the mean, and standard deviation for the sample data set below.Profession Annual Earnings frequen
yMath Tea
her 36,000 1,000,000notebook assembler 360,000 100,000Nets
ape R© programmer 3,600,000 100Windows R© programmer 36,000,000 10Bill Gates 360,000,000 1Figure A.1: Fi
titious Salary Data Illustrating Use of Frequen
y.2. Apply the symmetry of IQ distribution and the empiri
al rule (68�95�99.7) to�nd the proportion of a population with an IQ between 85 and 130.3. What does Chebyshev's Theorem say about the number of IQs between 85 and115?4. The Unibomber (Theodore Ka
zynski) has been often 
ited with an IQ of 170.Cal
ulute how many standard deviations above the mean this 
orresponds to.Round your answer to two de
imal pla
es.5. Using the mean of 54.9 and the standard deviation of 6.3, list the inaugurationages for any president beyond two standard deviations from the mean.6. Add �ve years (L1 +5→ L2) to your presidential inauguration data and re
om-pute the mean and standard deviation. How did they ea
h 
hange?7. In
rease your original presidential inauguration data by 10% (L1 × 1.1 → L2)and re
ompute the mean and standard deviation. How did they ea
h 
hange?8. Add 5 years then in
rease your original presidential inauguration data by 10%((L1 + 5) × 1.1 → L2) and re
ompute the mean and standard deviation. Howdid they ea
h 
hange?9. In
rease your original presidential inauguration data by 10% then add 5 years(L1× 1.1+5→ L2) and re
ompute the mean and standard deviation. How didthey ea
h 
hange?Probability & Distributions�pdf 4 May 23, 2010 
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132 APPENDIX A. QUIZZES AND TESTS10. Graduating Math and S
ien
e Center students have a mean ACT s
ore of 29.Cal
ulate the z-s
ore for their mean relative to the national mean of 21.0 andstandard deviation of 4.7.
11. Graduating Math and S
ien
e Center students have a mean SAT s
ore of 1279.Cal
ulate the z-s
ore for their mean relative to the national mean of 1016and standard deviation of 157. (Note: this standard deviation was derived byquadrati
ally 
ombining the standard deviations of the subtests�multiplying111 by the square root of two.)
12. Given the fa
t that 50% of a normally distributed data set is within 0.675standard deviations of the mean, estimate Q1, Q3, and the interquartile rangefor Center Senior ACT s
ores, given also a mean of 29 and standard deviationof 3.0. Would an ACT s
ore of 36 be unusual for a Center student?
13. Cal
ulate the 5-number summary (using your TI-84+ 
al
ulators) for the dataset given in problem one.
14. Cal
ulate the z-s
ore for the largest value in the above data set. Is it an ordinarys
ore? Is it an outlier? Whi
h de�nition works best?
15. Using the data set: {0, 2, 4, 5, 6, 3, 6, 1, 1, 50}, as given in the lesson, 
al
ulatethe lower and upper hinge.
16. Using the data set: {0, 2, 4, 5, 6, 3, 6, 1, 1, 50}, as given in the lesson, 
al
ulateits 5-number summary, using the quartiles. Compare these results with thoseof your TI-84+ 
al
ulator.
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



A.5. STATS 8 REVIEW QUIZ 133Name S
oreA.5 Stats 8 Review Quiz1. Create a pie 
hart for the Center student distribution data given below.Grade Frequen
y9 (freshmen) 3010 (sophomores) 2911 (juniors) 2412 (seniors) 25Figure A.2: Frequen
y Table of Center Students by Grade Level.2. Complete the frequen
y and relative frequen
y 
olumns on this table for the1999 Algebra Diagnosti
 Test S
ore data whi
h follows: 140, 122, 119, 99, 92,90, 90, 88, 85, 82, 82, 81, 80, 80, 77, 74, 74, 73, 72, 71, 70, 70, 69, 69, 69, 68,68, 68, 67, 66, 64, 64, 62, 60, 59, 59, 58, 58, 56, 56, 56, 56, 55, 54, 53, 53, 50,47, 35, 32. Test S
ore Frequen
y20 � 3940 � 5960 � 7980 � 99100 � 119120 � 139140 � 159Figure A.3: Frequen
y Table of 1999 Algebra Diagnosti
 Test S
ores.3. Create an ogive for the 1999 Algebra Diagnosti
 Test S
ore data given above.4. Create a frequen
y table for the �rst 48 de
imal digits of π.5. Create a frequen
y table for the �rst 48 de
imal digits of 22
7
.6. Create a stem-and-leaf diagram for the following data set: {0, 2, 4, 5, 6, 3, 6, 1, 1, 50}.Probability & Distributions�pdf 4 May 23, 2010 
©MMX Keiθ G. Calkins



134 APPENDIX A. QUIZZES AND TESTS7. Using the 
lass marks, �nd the mean and standard deviation test s
ore datadisplayed below. 4 234 66778995 01111122444445 5555666777786 01112446 589Figure A.4: Stem and Leaf Diagram for Presidential Inaugural Data.

8. List the 
lass boundaries for the data displayed above.
9. List the 
lass limits for the highest 
lass in the data displayed above.
10. Find P10, P90 and the 10�90 per
entile range for the data given in problem 2.Show all your work.
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A.6. CUMULATIVE QUIZ THROUGH BINOMIAL 135Name S
oreA.6 Cumulative Quiz through BinomialShow Work! Notes only Group. Lowest s
ore re
orded?1. When drawing one 
ard from a standard de
k, what is the probability of get-ting an even (2, 4, 6, 8 or 10) or a bla
k 
ard? (Be sure to 
learly show anyadjustments whi
h must be made and why.)
2. How many 
ir
ular permutations 
an be made from BRITTAINA?
3. The homework for lesson 7 gave a method for approximating fa
torials. Applyit to �nd the log of 75! and then 
learly indi
ate how to obtain from this as
ienti�
 notation approximation for 75!. (Be sure to keep enough signi�
an
ein the mantissa to get four signi�
ant digits in the answer.) Compare this withthe 
orre
t value 2.48091408× 10109.
4. Pi
k A. Low plays a musi
al solo. She is quite good and �gures her probabilityof playing any one note right is 99.7%. The solo has 56 notes. What is herprobability of:(a) Getting every note right?(b) Making exa
tly two mistakes?
5. For Ms. Low above, what is the probability of her making at least one mistake?What is the name of the rule used to 
al
ulate this easily?

Probability & Distributions�pdf 4 May 23, 2010 
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136 APPENDIX A. QUIZZES AND TESTS6. Whi
h of the following 
an be treated as a binomial experiment? Why or whynot?(a) Testing a sample of 5 
onta
t lenses (with repla
ement) from a populationof 20 
onta
t lenses, of whi
h 40% are defe
tive.(b) Testing a sample of 5 
onta
t lenses (without repla
ement) from a popu-lation of 20 
onta
t lenses, of whi
h 40% are defe
tive.(
) Tossing an unbiased 
oin 500 times.(d) Tossing a biased 
oin 500 times.(e) Surveying 1700 TV viewers to determine whether or not they wat
hed theSuper Bowl.
7. Find the probability of getting exa
tly 6 girls in 10 births. (Assume male andfemale births are equally likely and that the birth of any 
hild does not a�e
tthe gender of any other 
hild.)
8. Forty per
ent of adult workers have a high s
hool diploma but did not attend
ollege. If 20 adult workers are randomly sele
ted, �nd the probability that atleast 12 of them have a high s
hool diploma but did not attend 
ollege.
9. Use the normal approximation to the binomial for the previous problem anddis
uss its validity.
10. A quiz 
onsists of 10 multiple 
hoi
e questions, ea
h with 5 possible answers.For someone who makes random guesses for all the answers, �nd the probabilityof passing if the minimum passing grade is 60%.
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A.7. RELEASED TEST: INTRO. TO STATISTICS, OCT. 19, 2001 137Name S
oreA.7 Released Test: Intro. to Statisti
s, O
t. 19, 2001One 3"x5" note
ard and your graphing 
al
ulator allowed.Pla
e short answers on the blank provided toward the left.Leave the s
oring boxes blank. SHOW YOUR WORK. Ea
hof the 20 question numbers is worth 5 points. Allo
ateyour time wisely. Read the questions 
arefully. Hand inall s
rat
h paper and the 
over sheet with your test.Part I, Constru
ted Response, 25%, 25 points.Given the following sample of test s
ores, perform the indi
atedoperation or 
al
ulate the statisti
al quantity indi
ated.{83, 68, 66, 68, 98, 60, 42, 71, 75}
5

1. Constru
t a stem-and-leaf diagram.
5

2. Midrange.
5

3. Arithmeti
 Mean.
5

4. Standard Deviation.
5

5. Show how to 
ompute the z-s
ore for the smallest test s
ore. Putyour answer in the proper format.End of Part I�test 
ontinues on ba
k side of sheet.
25Probability & Distributions�pdf 4 May 23, 2010 
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138 APPENDIX A. QUIZZES AND TESTS
Part II, Multiple Choi
e, 25%, 25 points.

5

6. What is the mode of the data set {1, 1, 2, 4, 7}?A. 1 B. 2 C. 2.2 D. 3.0 E. 4.0
5

7. In a 
lass of 30 students the average exam s
ore is 70. The tea
herthrows out the exams with the top s
ore (whi
h was 90) and the bottoms
ore (whi
h was 22) and re
omputes the average based on the remaining28 exams. What is the new average?A. 65.4 B. 68 C. 69 D. 71 E. Insu�
ient information.
5

8. What is the harmoni
 mean of the data set {2, 3, 4}?A. 2.77 B. 2.88 C. 3.0 D. 3.11 E. 4.0
5

9. If you add 5 to ea
h value in a data set, then the standard deviationwill:A. de
rease by 5. B. stay the same C. in
rease by 5.D. redu
e by a fa
tor of 2.236. E. in
rease by a fa
tor of 2.236.
5

10. What is the varian
e of the sample data set {1, 2, 3, 4, 5}?A. 2.0 B. 2.5 C. 10 D. 15 E. 55
End of Part II�test 
ontinues on next sheet.

25 
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A.7. RELEASED TEST: INTRO. TO STATISTICS, OCT. 19, 2001 139
Part III, True/False, 10%, 10 points.

10

11,12. Cir
le T if the statement is true and F if the statement is false.T F a. The 
ar seat at 180◦F is twi
e as hot as the 90◦F in the shade.T F b. A 
ar weighing 1430 kilograms is an example of 
ontinuous data.T F 
. Three students were absent yesterday is an example of dis
rete data.T F d. Colors of 
ars is an example of the interval level of measurement.T F e. Ratio data have an inherent starting point.T F f. This is an example of an open question.T F g. Range is a measure of dispersion.T F h. You may omit empty 
lasses in a frequen
y table.T F i. A frequen
y table's 
lass width is the di�eren
e between the upperand lower 
lass limits.T F j. In pro
eeding from left to right, the graph of an ogive 
an follow adownward path.Part IV, Mat
hing, 15%, 15 points.
5

13. Form the best mat
h among the following dispersion terms:Chebyshev's Theorem A. most data is in 4 standard deviations min. to max.empiri
al rule B. Σ(x− µ)2

nrange rule of thumb C. 68%�95%�99.7%standard deviation D. 1− 1
K2varian
e E. √

Σ(x− x̄)2

n− 1

5

14. Form the best mat
h among the following types of sampling:Random sampling A. population divided, all subpopulations sampledSystemati
 sampling B. every kth member sampledStrati�ed sampling C. all elements have an equal 
han
e to be measuredCluster sampling D. elements might 
hoose whether to be sampledConvenien
e sampling E. population divided, few subpopulations exhaustively sampled
5

15. Form the bestmat
h among the following members of a 5-number summary:Minimum A. This value is near the lower hinge.Q1 B. This value is above the 99th per
entile.Median C. P75 is another name for this value.Q3 D. D5 is another name for this value.Maximum E. No s
ore in the data set 
an be lower than this.End of Parts III and IV�test 
ontinues on ba
k of sheet.
25Probability & Distributions�pdf 4 May 23, 2010 
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140 APPENDIX A. QUIZZES AND TESTS
Part V, Short Answer/Completion, 15%, 15 points.

15

16,17,18. Complete the following senten
es with one appropriate word(3 points ea
h).A. Parameter is to population as is to sample.B. statisti
s tries to infer information about a populationby sampling.C. Be of 
onvenien
e sampling.D. Better results are obtained by instead of asking.E. A boxplot is also known as a box and plot.Part VI, Essay, 10%, 10 points.
5

19. Dis
uss whi
h measure of 
entral tendan
y is the best.
5

20. Dis
uss the di�eren
es in appli
ation and meaning between theempiri
al rule and Chebyshev's Theorem.
End of Parts V & VI.I have been 
areful to not allow others to see my work and the work onthis examination is 
ompletely my own. This examination is returned and asso
iated solutions areprovided for my own personal use only. I may not share them ex
ept with 
on
urrent 
lassmates taking the identi
al 
ourse. Otheruses are not 
ondoned. I will dispose of it properly.signature dateEnd of Test.�Che
k your work.�Have a ni
e day!

25 
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A.8. RELEASED TEST: PROB. & DIST. MAY 20, 2004 141Name S
oreA.8 Released Test: Prob. & Dist. May 20, 2004No textbooks allowed, but please use your two note
ards andyour graphing 
al
ulator. Ea
h of the 21 question numbers hasequal weight (i.e. 5 points ea
h). Read the questions 
arefully.Hand in any used s
rat
h paper with the test. SHOW YOUR WORK.
10

1,2. Form the best mat
h among the following items.experiment A. examples: rolling die, �ipping 
oin, drawing 
ardrandom experiment B. more than one roll, �ip, or drawsample spa
e C. ea
h element has an equal 
han
e of being 
hosenimpossible D. method by whi
h observations are made.
ertain E. set of all possible out
omessimple event F. where empri
al approa
hes a
tual probability
ompound event G. ea
h out
ome is equally likelyrandom sample H. P (A) = 0law of large numbers I. out
ome whi
h 
an't be broken downfair J. P (A) = 1

5

3. Find the number of 
ir
ular permutations using the letters of the word:P O I S S O N.
5

4. Telephone numbers in North Ameri
a have three groups of digits whi
h mustmeet 
ertain requirements. Before 1995, the three digit Numbering Plan Area (NPA)
ode, (
ommonly known as an area 
ode) had the format NBX, where N 
ould not be0 or 1, B had to be 0 or 1, and X 
ould be any digit 0 through 9. How many di�erentNPA 
odes were there then?
5

5. Dis
uss the meaning of type I and type II errors within the 
ontext of an air bagswit
h, whether or not it triggered, and whether or not it should have.Test 
ontinues on the ba
k of this page.
25Probability & Distributions�pdf 4 May 23, 2010 
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142 APPENDIX A. QUIZZES AND TESTS
10

6,7. Form the best mat
h among the following items.
P (At least one) A. event out
omes/total out
omesMutually ex
lusive B. 1− βExhaustive C. P (A) + P (Ā) = 1Addition rule D. 1 - P (none)Def. of probability E. ∑

x · P (x)Expe
ted Value F. P (A or B) = P (A) + P (B)− P (A and B)P Value G. no overlap
omplementary rule H. Everything enumeratedBayes Theorem I. An area like α.Power J. P (A|B) = P (A)·P (B|A)
P (A)·P (B|A)+P (Ā)·P (B|Ā)

5

8. Green, Blue, Red, and Plaid are running a ra
e. The following odds againstare listed: Green: 1 to 1; Blue: 2 to 1; Red: 8 to 1; and Plaid: 17 to 1. Give ea
h
ontestant's 
orresponding probability of winning. Did we a

ount for all opponents?
5

9. A 
ouple having fun one evening de
ide to simulate various families of three
hildren. Help them 
reate eight families of three 
hildren. Initialize your TI-83+random number generator as follows: 0 → rand (rand is math/prob/1), then doint(2rand) 24 times (or randInt(0,1,24)) to �nd out whether they got a boy (1)or a girl (0). Arrange these in order into eight �families� of three 
hildren and 
al
ulatethe average number of boys in them. (NonTI-83+ users, do
ument your pro
edureto ensure reprodu
ibility.)
5

10. A box 
ontains three $1 bills, four $2 bills, four $5 bills, six $10 bills, and three$100 bills. A person is 
harged $20 to sele
t one bill. Find the expe
ted value.
Test 
ontinues on the next page.

25 
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A.8. RELEASED TEST: PROB. & DIST. MAY 20, 2004 143
5

11. Farmer Calkins planted 100 hills of 
orn per row and 10 rows. Ea
h hill re
eivedthree kernels. Although three varieties were used, ea
h variety had a published germi-nation of 90%. Using only germination rate and number or kernels per hill (ignoring
limati
 fa
tors, me
hani
al damage, 
rows, 
ut worms, gophers, et
.) what is theprobability for no stalks, one stalk, two stalks, or three stalks per hill.
5

12. Farmer Calkins is wat
hing 
rows landing in his newly planted 
orn �eld. Heestimates about one 
row arrives every minute, the probability of two arriving in aminute is small enough to be ignored, and the 
rows arrived independently. Find theprobability that exa
tly two 
rows arriving in any given one-minute interval.
5

13. S
ientist Calkins knows a 
ertain resonan
e is 
onvolved with a GaussianDistribution to produ
e a Voigt Pro�le but �ts it anyway with y1 = 1
(100−x)2+102 .Graph this in a 50 < x < 150 by 0 < y < 0.01 window and �nd the FWHM. Show asket
h of your work. (Hint: Let y2 = 0.005 and use CALC (2nd TRACE) Interse
t(5) to �nd the boundary values.)

5

14. Gosset dis
overed how to model sample distributions without knowing thepopulation standard deviation a priori. How many times bigger is the area under hisdistribution more than 1.96 standard deviations away from the mean for a sample ofsize 6 than that predi
ted by the empiri
al rule. Show a sket
h of the region.
5

15. Farmer Calkins had some old 
orn seed whi
h he �gured had only an 80%germination rate. Help him 
al
ulate a χ2 for a goodness of �t test if he took thefollowing sample: stalks: 0 1 2 3observed 7 100 350 543expe
ted 8 96 384 512
Test 
on
ludes on ba
k of this sheet.
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144 APPENDIX A. QUIZZES AND TESTS
10

16,17. For the old 
orn seed data sample in the problem above, 
al
ulate the meannumber of observed stalks per hill together with the standard deviation. Give yourresults to four signi�
ant digits.
5

18. Farmer Calkins 
al
ulates the expe
ted mean number of stalks per hill for theold seed as µ = np = 3(0.8) = 2.4 and expe
ted standard deviation as σ =
√

npq =
√

3(0.8)(0.2) ≈ 0.693. Using either these values or preferably the similar valuesfrom the previous problem, 
al
ulate the (5%) margin of error and 
orresponding95% 
on�den
e interval for the true average number of stalks. Clearly indi
ate thestandard error of the mean for his n = 1000.
10

19,20. E.T. is sitting by the estuary with his trino
ulars trained on the bank display.He/she re
ords the following data. Help E.T. interpret this data by doing a linearregression between the �rst and se
ond and between the se
ond and third data valuefrom ea
h ordered triple. You suspe
t the �rst value is time so please 
onvert it to:minutes after the �rst observation. (6:00,69,20), (6:31,57,14), (6:59,49,10), (7:30,40,5),(8:00,32,0). Be sure to in
lude and interpret r and r2 for both regressions.
Part II, Bonus Question, 10%, 10 points

0

21. The problems on the previous page (test page 3) all involve di�erent distribu-tions. In order, give the name of ea
h distribution.
25 + 10 
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146 APPENDIX B. SOLUTIONS TO HOMEWORKS AND TESTSB.1 Summary of Sampling Box MeansPlease enter your sample means in the spa
e provided.Student name/bead 
olor: green red blue lavender orange12345678910111213141516171819202122232425262728293031323334
©MMX Keiθ G. Calkins May 23, 2010 Probability & Distributions�pdf 4



B.2. SOLUTIONS HW 7: BINOMIAL/HYPERGEOMETRIC 147Name S
oreB.2 Solutions HW 7: Binomial/Hypergeometri
1. Separately 
al
ulate using the binomial formula the probabilities of getting 0,1, 2, 3, or 4 left-handed students in a 
lass of 25, given a probability of 0.1.Compare your results with those obtained by doing binompdf(25,.1) (DISTR 0)or running BINOMIAL on your TI-84+ graphing 
al
ulator.
x P (x) 25Cxp

xqn−x0 0.07179 1 · 0.10 · 0.9251 0.19942 25 · 0.11 · 0.9242 0.26589 300 · 0.12 · 0.9233 0.22650 2300 · 0.13 · 0.9224 0.13842 12650 · 0.14 · 0.9212. Using only the data from the problem above, and the data from the exam-ple in the le
ture, �nd the probability of getting more than four left-handedstudents in a 
lass of 25. Compare your results with those obtained by doing1-binom
df(25,.1) (DISTR A) on your TI-84+ graphing 
al
ulator.
1− (.07 + .20 + .27 + .23 + .14) = 0.10 (s/b 0.09799)3. Che
k the assumptions 
arefully and see if we are justi�ed in using the binomial(and not the hypergeometri
) distribution for the problems above.Sample likely less than 10% of population.4. Cal
ulate the probability des
ribed in the text for winning the lottery by mat
h-ing all 6 of 54 numbers.
P (x = 6) = [6!/(0!6!)] · [48!/(48!0!)]÷ [54!/(48!6!)] = 3.87× 10−85. Cal
ulate the probability des
ribed in the text for winning the lottery by mat
h-ing 5 of the 6 sele
ted numbers from 54.
P (x = 5) = [6!/(1!5!)] · [48!/(47!1!)]÷ [54!/(48!6!)] = 1.12× 10−56. Cal
ulate the probability des
ribed in the text for losing the lottery by notmat
hing any of the 6 sele
ted numbers from 54.
P (x = 0) = [6!/(6!0!)] · [48!/(42!6!)]÷ [54!/(48!6!)] = 0.475Probability & Distributions�pdf 4 May 23, 2010 
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148 APPENDIX B. SOLUTIONS TO HOMEWORKS AND TESTS7. Use the normal approximation for the binomial to 
al
ulate the probability ofgetting 11 heads in 20 attempts from a fair 
oin (ignore the magi
 numbertest). Be sure to use the 
ontinuity 
orre
tion and 
al
ulate the area under theprobability density 
urve from 10.5 to 11.5. Compare this 
arefully with theresults from the binomial formula.mean= n · p = 10 s.d.= √n · p · q ≈ 2.236

x x− 1
2

x + 1
2

z(x− 1
2
) z(x + 1

2
) P (x± 1

2
) 20Cx(

1
2
)2010 9.5 10.5 −0.224 0.224 0.177 0.17611 10.5 11.5 0.224 0.671 0.160 0.16012 11.5 12.5 0.671 1.118 0.119 0.12013 12.5 13.5 1.118 1.565 0.0730 0.073914 13.5 14.5 1.565 2.013 0.0367 0.037015 14.5 15.5 2.013 2.460 0.0151 0.014816 15.5 16.5 2.460 2.907 0.00512 0.0046217 16.5 17.5 2.907 3.354 0.00143 0.0010918 17.5 18.5 3.354 3.801 3.26× 10−4 1.81× 10−419 18.5 19.5 3.801 4.249 6.13× 10−5 1.91× 10−520 19.5 20.5 4.249 4.696 9.42× 10−6 9.54× 10−7Only a few per
ent error until more than 2 s.d. from mean.8. Use the normal approximation for the binomial to 
al
ulate the probability ofgetting 12 heads in 20 attempts from a fair 
oin (ignore the magi
 number test).Compare this 
arefully with the results from the binomial formula. Is this thesame as the probability of getting 8 heads?See above. Yes.9. Use the normal approximation for the binomial to 
al
ulate the probability ofgetting 13 heads in 20 attempts (ignore the magi
 number test). Compare this
arefully with the results from the binomial formula. Is this the same as theprobability of getting 7 heads?See above. Yes.10. How likely is it to get 15 or more heads in 20 attempts, if the 
oin is fair?0.02069 by binom
df0.0221 by normal
df(14.5 > x ≡ 2.0 > z)11. A 
ommon rule is that you 
an approximate the binomial with the normal whenboth and ex
eed the magi
 number of .

np and nq 10 (or 5 or 15...)
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B.3. SOLUTIONS HW 10: STUDENT T -DISTRIBUTION 149Name S
oreB.3 Solutions HW 10: Student t-Distribution1. Find the value of t from the table whi
h has a probability of 0.05 to the rightof t when n = 6.Answer: 2.015 df=5 1-tailed2. Use the table of t values to �nd a t value with probability of 0.99 to the rightof t when n = 21.Answer: −2.528 df=20 1-tail (symmetry and 0.01.)3. What value(s) of t would you use to �nd a 95% 
on�den
e interval for the meanof a population if n = 16?Answer: ±2.132 df=15 (almost always 2-sided CI)4. Use t
df on your 
al
ulator to �nd a t value for n = 8 and a one-tailed α =

0.005. You might start by 
omparing the results of t
df(4.032,9E99,5) andt
df(3.169,9E99,10) on your 
al
ulator with the 
orresponding entries in thetable in the lesson.∗Answer: df = 7 and t = 3.499 by guess and 
he
k.5. Suppose you have a one-sample t statisti
 from a sample of n = 6. Supposefurther that you 
al
ulated a t value of t = 2.80 for your hypothesized populationmean (H0: µ = 64 and Ha: µ 6= 64). Give the two-tailed probabilities whi
hbra
ket this value. Cal
ulate the P-value (twi
e the area to the right of this tvalue). Should you reje
t or fail to reje
t the null hypothesis?Answer: t
df(2.80,9E99,5)=0.018997 P-value=0.037994Reje
t at alpha=0.05, but not at alpha=0.01.Thus signi�
ant at .05 but not at .01 level.A university resear
her pla
ed 12 randomly sele
ted radon dete
tors in a 
ham-ber that exposed them to 105 pi
o
uries per liter of radon. The dete
tor readingswere as follows: 91.9, 97.8, 111.4, 122.3, 105.4, 95.0, 103.8, 99.6, 96.6, 119.3,104.8, and 101.7.
∗Some later/updated TI-84 
al
ulators have an inverse T fun
tion.Probability & Distributions�pdf 4 May 23, 2010 
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150 APPENDIX B. SOLUTIONS TO HOMEWORKS AND TESTS6. Constru
t a stem-and-leaf diagram of the above data using stems split two ways(i.e. 90�94, 95�99, ...). (Hint: it might be easier to round to integer �rst.)9 2 9 1.99 578 9 5.0 6.6 7.8 9.610 024 10 1.7 3.8 4.810 55 10 5.411 1 11 1.411 9 11 9.312 2 12 2.3Note: the �rst table was rounded as well.7. Che
k whether the sample size and skewness allow use of a t test.Answer: n = 12 < 15 so 
he
k for skewness and outliers.no outliers slightly skewed, but not too badly.8. Cal
ulate a t-value for the sample mean versus the population mean (105).Answer: 104.13−105
9.397/

√
12

= −0.329. Cal
ulate the areas under the 
urve further away from the mean for this valueof t (two-tailed). Is there 
onvin
ing eviden
e that the mean reading of alldete
tors of this type di�er from the true value?Answer: P (t < −0.32) = 0.377 P-value=0.754 No10. Cal
ulate a two-sample t statisti
 for the data obtained from the 2000 pennyexperiment (x̄ = 15.2, s = 2.71, n = 18 for Calkins and x̄ = 12.2, s = 1.39,
n = 9 for Burdi
k).Answer: (15.2−12.2)−0

√

2.712
18 +1.392

9

= 3.8011. Cal
ulate the fra
tional degrees of freedom for the above penny experiment usingthe formula given at the end of the le
ture on two-sample t tests. (n1 = 18 and
n2 = 9). Compare this number with that obtained from the TI-84+ 
al
ulatorSTAT TESTS 4: 2-SampTTest . . . not equal, not pooled, 
al
ulate.Answer: (2.712

18 +1.392

9 )2

(2.712
18 )

2

17 +
(1.392

9 )
2

8

= 24.9 By 
al
ulator: 24.9
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B.4. SOLUTIONS HW 11: CENTRAL LIMIT THEOREM 151Name S
oreB.4 Solutions HW 11: Central Limit Theorem1. Given a 2003 penny data sample mean of 15.8 and a sample standard deviationof 1.91 (with n = 16), 
al
ulate the margin of error (assume a 95% 
on�den
einterval will be generated).Answers: 2.132 · 1.91÷
√

16 = 1.018 small n use t

2. Given a sample mean of 15.8 and a sample standard deviation of 1.91 (with
n = 16), 
al
ulate a 95% 
on�den
e interval.Answers: 15.8−1.02 = 14.8 15.8+1.02 = 16.8 (14.8, 16.8)

3. Given a sample mean of 15.8 and a sample standard deviation of 1.91 (with
n = 16), 
al
ulate the margin of error (assume a 99% 
on�den
e interval willbe generated).Answers: 2.947 · 1.91÷

√
16 = 1.41

4. Given a sample mean of 15.8 and a sample standard deviation of 1.91 (with
n = 16), 
al
ulate a 99% 
on�den
e interval.Answers: 15.8−1.41 = 14.4 15.8+1.41 = 17.2 (14.4, 17.2)

5. A P-value is a way to express the 
on�den
e of our results. For a one-tailedtest, it is the area under the 
urve to the right (or left) of our observed mean.Cal
ulate a t-s
ore using our observed mean (15.8), expe
ted mean (10.0), andstandard error (1.91/
√

16) and sket
h this region on a normal 
urve.Answers: t = 15.8−10.0
1.91/

√
16

= 12.15

Probability & Distributions�pdf 4 May 23, 2010 
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152 APPENDIX B. SOLUTIONS TO HOMEWORKS AND TESTS6. Cal
ulate this area by doing a t
df(t,9E99,15), where t is the value 
al
ulatedabove, and there are 15 degrees of freedom.Answers: P (t > 12.15) = 1.82 · 10−9

7. Alpha (α) is the term used to express the level of signi�
an
e we will a

ept.For 95% 
on�den
e, α = 0.05. If our P-value is less than alpha, we 
an reje
tour null hypothesis (H0: µ = 10). Should we reje
t our null?Answers: YES! 0.05 >> 1.82 · 10−9.8. Try to identify sour
es of error or bias whi
h might a

ount for these (highlysigni�
ant) results.Answers: Perhaps the tail side is heavier.Perhaps the rim slants slightly toward the ba
k.9. Do you think other 
oins might display similar 
hara
teristi
s? How many timeswould you have to test it to rea
h a signi�
ant 
on
lusion.Answers: Maybe. That depends on how mu
h the resultsdi�er from 50 : 50. Perhaps many times if bias only slight.10. Do you think spinning 
oins (espe
ially some of the new and di�erent state quar-ters) might display similar 
hara
teristi
s? We may hand out a data gatheringsheet with very spe
i�
 
olle
tion instru
tions.Answers: Maybe/Maybe not.11. How willing are you to bet money using this method of ��ipping� a 
oin (as-suming you have no s
ruples against su
h an a
tivity)?Answers: $50? It does seem to be a fairly good bet!
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B.5. SOLUTIONS HW 12: CORRELATION AND REGRESSION 153Name S
oreB.5 Solutions HW 12: Correlation and Regression1. Suppose you remember the triangular numbers, but 
an't remember their for-mula. Enter the following values into L1: 1, 2, 3 and L2: 1, 3, 6. Now doa QuadReg L1, L2 using your TI-84+ 
al
ulator (STAT, CALC 5) and interpretthe results (rewrite the formula in its usual form).Answer: y = ax2 + bx + c a = .5 b = .5whi
h means: Tn = n(n+1)
22. Suppose further you really 
ouldn't remember if the relationship was quadrati
.Try a Cubi
Reg L1, L2 and interpret the results.Answer:ERR:DOMAIN1:Quit2:GotoThere are too few points for the indi
ated �t.3. Add an additional point onto the end of L1: 4 and L2: 10. Repreform theCubi
Reg L1, L2 and interpret the results.Answer:

y = ax3 +bx2 +cx+d a = d = 0 b = .5 c = .5whi
h means: Tn = n(n+1)
24. Try the Cubi
Reg L1, L2 with L1: 1, 2, 3, 4 and L2: 1, 5, 14, 30 (sums ofsquares) and interpret the results. Try to express your answer in an aestheti
allypleasing form (i.e. fra
tions not de
imal fra
tions).Answer:

y = ax3 + bx2 + cx + d
a = .3333333333
b = .5
c = .1666666667
d = −8.2E − 12 (Note: this is only 
al
ulator round-o�errors from zero)
R2 = 1
y = 1

6(2x
3 + 3x2 + x) = x(x+1)(2x+1)
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154 APPENDIX B. SOLUTIONS TO HOMEWORKS AND TESTS5. Question one 
an be done by solving three equations in three unknowns. Spe
if-i
ally, let ax2 + bx + c = y. Then substitute ea
h value of x and equate it tothe 
orresponding y value. Solve these three equations manually by elimination(due to the regular spa
ing, �rst c, then b eliminate easily).Answer:
x→ 1 a + b + c = 1

3a + b = 2
x→ 2 4a + 2b + c = 3 2a = 1 a = 1

2
5a + b = 3

x→ 3 9a + 3b + c = 6 ւ
b = 1

2
c = 0 ←6. Solve the above equations using your 
al
ulator, either using augmented orinverse matri
es. Re
ord the pertinent keystrokes here.Answer: MATRIX EDIT 1 3× 4





1 1 1 1

4 2 1 3

9 3 1 6



 2nd MODE (QUIT)MATRIX MATH B (rref) MATRIX NAMES 1([A℄) ENTER ENTER




1 0 0 .5

0 1 0 .5

0 0 1 0



 Let AX = Y and A =





1 1 1

4 2 1

9 3 1



,
X =





a

b

c



, and Y =





1

3

6



. Sin
e A−1AX = A−1Yand A−1A = I, IX = A−1Y and X = A−1Y . The 
al
u-lator, unfortunately, uses the x−1 key for matrix inverseand 
an multiple these two matri
es together to give youthe 
orre
t results.
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B.6. KEY FOR RELEASED STATISTICS TEST: OCT. 19, 2001 155Name S
oreB.6 Key for Released Statisti
s Test: O
t. 19, 2001One 3"x5" note
ard and your graphing 
al
ulator allowed.Pla
e short answers on the blank provided toward the left.Leave the s
oring boxes blank. SHOW YOUR WORK. Ea
hof the 20 question numbers is worth 5 points. Allo
ateyour time wisely. Read the questions 
arefully. Hand inall s
rat
h paper and the 
over sheet with your test.Part I, Constru
ted Response, 25%, 25 points.Given the following sample of test s
ores, perform the indi
atedoperation or 
al
ulate the statisti
al quantity indi
ated.{83, 68, 66, 68, 98, 60, 42, 71, 75}
5

1. Constru
t a stem-and-leaf diagram.
5

2. Midrange.
5

3. Arithmeti
 Mean.
5

4. Standard Deviation.
5

5. Show how to 
ompute the z-s
ore for the smallest test s
ore. Putyour answer in the proper format.End of Part I�test 
ontinues on ba
k side of sheet.
25

Key 100/100

5 in order (as
ending or des
ending)no 
ommas or horizontal linesno missing numbersDon't omit stem 5!

9|88|37|516|88605|4|2
5 70.0 (max+min)/2=42+98

2
=70.05 70.1 83+68+66+68+98+60+42+71+75

9
= 631

9
= 70.111...Round to 3 sig. fig. or 1 more than data!5 15.4 s = 15.35777, σ = 14.47944Data set is a SAMPLE so use s.Round to 3 sig. fig. or 1 more than data!5 -1.82

z = xi−x̄
s = 42−70.1

15.4 ≈ −1.82Use 2 de
imal pla
es! 25Probability & Distributions�pdf 4 May 23, 2010 
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156 APPENDIX B. SOLUTIONS TO HOMEWORKS AND TESTS
Part II, Multiple Choi
e, 25%, 25 points.

5

6. What is the mode of the data set {1, 1, 2, 4, 7}?A. 1 B. 2 C. 2.2 D. 3.0 E. 4.0
5

7. In a 
lass of 30 students the average exam s
ore is 70. The tea
herthrows out the exams with the top s
ore (whi
h was 90) and the bottoms
ore (whi
h was 22) and re
omputes the average based on the remaining28 exams. What is the new average?A. 65.4 B. 68 C. 69 D. 71 E. Insu�
ient information.
5

8. What is the harmoni
 mean of the data set {2, 3, 4}?A. 2.77 B. 2.88 C. 3.0 D. 3.11 E. 4.0
5

9. If you add 5 to ea
h value in a data set, then the standard deviationwill:A. de
rease by 5. B. stay the same C. in
rease by 5.D. redu
e by a fa
tor of 2.236. E. in
rease by a fa
tor of 2.236.
5

10. What is the varian
e of the sample data set {1, 2, 3, 4, 5}?A. 2.0 B. 2.5 C. 10 D. 15 E. 55
End of Part II�test 
ontinues on next sheet.

25

5 A One o

urs MOST often.Two is the median or middle value.2.2 is the geometri
 mean.Three is the arithmeti
 mean.Four is the midrange.5 D
30 · 70 = 2100
2100− 90− 22 = 1988
1988/28 = 71.05 A

3
1
2+1

3+1
4

= 3
6+4+3

12
= 3

13
12

= 36
13

= 2.77Other values are: geometri
 mean, mean/medianquadrati
 mean, and maximum.5 B
The spread of the data doesn't 
hange.5 B

(1−3)2+(2−3)2+(3−3)2+(4−3)2+(5−3)2

5−1
= 4+1+0+1+4

4
= 10

4

25 
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B.6. KEY FOR RELEASED STATISTICS TEST: OCT. 19, 2001 157Part III, True/False, 10%, 10 points.
10

11,12. Cir
le T if the statement is true and F if the statement is false.T F a. The 
ar seat at 180◦F is twi
e as hot as the 90◦F in the shade.T F b. A 
ar weighing 1430 kilograms is an example of 
ontinuous data.T F 
. Three students were absent yesterday is an example of dis
rete data.T F d. Colors of 
ars is an example of the interval level of measurement.T F e. Ratio data have an inherent starting point.T F f. This is an example of an open question.T F g. Range is a measure of dispersion.T F h. You may omit empty 
lasses in a frequen
y table.T F i. A frequen
y table's 
lass width is the di�eren
e between the upperand lower 
lass limits.T F j. In pro
eeding from left to right, the graph of an ogive 
an follow adownward path.Part IV, Mat
hing, 15%, 15 points.
5

13. Form the best mat
h among the following dispersion terms:Chebyshev's Theorem A. most data is in 4 standard deviations min. to max.empiri
al rule B. Σ(x− µ)2

nrange rule of thumb C. 68%�95%�99.7%standard deviation D. 1− 1
K2varian
e E. √

Σ(x− x̄)2

n− 1

5

14. Form the best mat
h among the following types of sampling:Random sampling A. population divided, all subpopulations sampledSystemati
 sampling B. every kth member sampledStrati�ed sampling C. all elements have an equal 
han
e to be measuredCluster sampling D. elements might 
hoose whether to be sampledConvenien
e sampling E. population divided, few subpopulations exhaustively sampled
5

15. Form the bestmat
h among the following members of a 5-number summary:Minimum A. This value is near the lower hinge.Q1 B. This value is above the 99th per
entile.Median C. P75 is another name for this value.Q3 D. D5 is another name for this value.Maximum E. No s
ore in the data set 
an be lower than this.End of Parts III and IV�test 
ontinues on ba
k of sheet.
25

10

5 DCAEB5 CBAED5 EADCB
25Probability & Distributions�pdf 4 May 23, 2010 
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158 APPENDIX B. SOLUTIONS TO HOMEWORKS AND TESTS
Part V, Short Answer/Completion, 15%, 15 points.

15

16,17,18. Complete the following senten
es with one appropriate word(3 points ea
h).A. Parameter is to population as is to sample.B. statisti
s tries to infer information about a populationby sampling.C. Be of 
onvenien
e sampling.D. Better results are obtained by instead of asking.E. A boxplot is also known as a box and plot.Part VI, Essay, 10%, 10 points.
5

19. Dis
uss whi
h measure of 
entral tendan
y is the best.
5

20. Dis
uss the di�eren
es in appli
ation and meaning between theempiri
al rule and Chebyshev's Theorem.
End of Parts V & VI.I have been 
areful to not allow others to see my work and the work onthis examination is 
ompletely my own. This examination is returned and asso
iated solutions areprovided for my own personal use only. I may not share them ex
ept with 
on
urrent 
lassmates taking the identi
al 
ourse. Otheruses are not 
ondoned. I will dispose of it properly.signature dateEnd of Test.�Che
k your work.�Have a ni
e day!

25

15 statisti
Inferentialwary measuringwhiskers
5 See Statisti
s Se
tion 3.3.5 See Statisti
s Se
tions 6.3 and 6.4.

25
O
t. 22, 2001
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B.7. KEY: RELEASED PROB&DIST TEST: MAY 20, 2004 159B.7 Key: Released Prob&Dist test: May 20, 20041�2. DAEHJIBCFG3. (7− 1)!

2!2!
= 180. 7 letters, redu
e by one sin
e 
ir
ular, and two letters repeated(OS), ea
h twi
e.4. 8× 2× 10 = 160.5. Let the test be an air bag trigger and the 
ondition being tested be a 
ollision.Let H0 be the air bag triggered properly and Ha be it did not. Then a type Ierror or false negative would be our alpha region or there was a 
ollision andthe air bag did not trigger. A type II error or false positive would be the betaregion or there was not a 
ollision and the air bag did trigger. Both kinds oferrors are problemati
, but for di�erent reasons.6�7 DGHFAEICJB8. 1

2
+ 1

3
+ 1

9
+ 1

18
= 9+6+2+1

18
= 18

18
= 1.000. Yes.9. Remember, if you seed the pseudo-random number generator with zero �rst,you will always get these values: 1 1 0; 1 0 1; 0 0 1; 0 1 1; 0 0 0; 1 0 0; 1 1 1;0 0 0. Thus in the 8 families there are 11 boys for an average of 11/8 = 1.375boys per family.10. 3(1−20)+4(2−20)+4(5−20)+6(10−20)+3(100−20)

20
= −57−72−60−60+240

20
= −9

20
= −$0.45. Thedenominator 20 is part of ea
h probability whereas the numerator 20 is the 
ostper ea
h win.11. Using binompdf(3,.9) or the binomial distribution formula/program one ob-tains: (0, 0.001), (1, 0.027), (2, 0.243), and (3, 0.729). Here n = 3 and p = 0.9.12. Using poissonpdf(1,2) where the �rst argument is the mean and the se
ondargument is the value whose probability you seek, one obtains 0.1839. Notethat this is also the same as the bank example in the text. Let µ = 1 and x = 2.

P (2) = e−1

2!
= 1

2
0.3679 = 0.1839.13. The line x = 0.005 interse
ts the Lorentzian at x = 90.0 and x = 110.0 MHz.Thus the FWHM is 110.0− 90.0 MHz or 20.0 MHz. (Oops�there are no unitsgiven in the problem.)14. We 
ompare here, in relative magnitude, the right tail areas of these two distri-butions. Be sure to in
lude a sket
h. t
df(1.960,9E99,5)÷ normal
df(1.960,9E99)yields the result 2.1459 indi
ating the area under the probability distribution
urve is over twi
e as big when you have su
h a small sample and do not knowthe population standard deviation.Probability & Distributions�pdf 4 May 23, 2010 
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160 APPENDIX B. SOLUTIONS TO HOMEWORKS AND TESTS
15. Using the formula (O−E)2

E
and summing over all observed (O) and expe
ted (E)we obtain: 0.125 + 0.167 + 3.014 + 1.877 = 5.179.16�17. Using the 
al
ulator for a frequen
y mean: 1-Var Stats L1,L2, we put 0, 1, 2,3 in L1 and 7, 100, 350, and 543 in L2. This gives a mean of 2.429 and samplestandard deviation 0.6982.18. The standard error of the mean is 0.6982/

√
1000 = 0.0221. The margin of error
orresponding with an alpha of 0.05 is 1.960× 0.0221 = 0.0433. The 
on�den
einterval then is 2.429± 0.043 or (2.386, 2.472).Note 1: the order numbers are given in �interval notation� is 
riti
al. Be sureto have the left/least �rst and se
ond/greatest se
ond. Note also that intervalnotation for an open interval (endpoints not in
luded) 
an be ambiguous withan ordered pair.Note 2: one 
an use invNorm(.975) (one-tail) to �nd the z value whi
h 
orre-sponds to a (two-tail) 95% 
on�den
e interval.19�20. Put 0, 31, 59, 90, 120 in L1, 69, 57, 49, 40, 32 in L2, and 20, 14, 10, 5 0 inL3. Do LinReg L1,L2 and obtain y = −0.198x + 63.65 with r = −0.946 and

r2 = 0.89. Thus the time and temperature are negatively 
orrelated with 89%of the variation in temperature explained by the variation in time (it 
ools o�in the evening). Do LinReg L2,L3 and obtain y = 0.537x− 16.7 with r = 0.999and r2 = 0.998. Thus the temperatures in Fahrenheit and Celsius are verywell positively 
orrelated with 100% of the variation in Celsius explained by thevariation in Fahrenheit.Note 1: it doesn't matter whi
h linear regression you use on the 
al
ulator.Note 2: if r and r2 are not displayed, then you need to enable them by doing aDiagnosti
s On from 
atalog.21. Binomial, Poisson, Lorentzian, Student t (or just t), and Chi Square.For the May 20, 2005 test students redid their test for additional test points. Sin
ethen, a released test has been provided.1. No erasures.2. Use a di�erent 
olor (pen vs pen
il; bla
k vs blue; et
.).3. The redos were due ba
k exam week with the following diminishing returns:
• Monday/Tuesday (5/23 or 5/24): 1/2 points
• Wednesday (5/25): 1/3 points
• Thursday (5/26): 1/4 points
• Friday (5/27): 1/5 points
• Later: 0 points
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B.8. SUMMARY SHEET FOR χ2 ACTIVITY 161
B.8 Summary sheet for χ2 A
tivityPlease enter your sample data in the spa
e provided. Leave a blank row after ea
htable has entered their data.Table M&M R© Color: brown yellow red orange green blue χ2your name1111 Table 1 ∑2222 Table 2 ∑3333 Table 3 ∑
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162 APPENDIX B. SOLUTIONS TO HOMEWORKS AND TESTS
Table M&M R© Color: brown yellow red orange green blue χ2your name4444 Table 4 ∑55555 Table 5 ∑66666 Table 6 ∑7777 Table 7 ∑Figure B.1: Colle
tion Point for χ2 M&M Data.
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